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Abstract

In recent years the research into hybrid logic has taken flight; a number
of advances have been made in axiomatizing, proof systems, completeness
results and other areas. In this thesis we develop a theorem prover for
infinitary hybrid logic and treat the necessary theory to achieve this.

Hybrid logic

Hybrid logic combines elements from first-order logic and inodal logic. From
the latter it inherits the possible world semantics, accessibility relations and
the local perspective of evaluation; from the former it takes direct reference
to worlds and quantification over worlds.

There are a number of possible realizations of this hybridization; in our
case we consider the hybrid language forined by extending modal logic with
nominals, the @-operator and the |-operator. Nominals are a special class
of propositional variables that are true in exactly one world; in this way
they naine worlds and can be used to refer to them. The @-operator allows
to change the place of evaluation to a specific world; e.g. @,y is true if ¢
evaluates to true in world i. Finally, the |-operator can be used to make
a nominal refer to the current world; in this way it acts as a quantifier,
binding all future (free) occurrences of the saine nominal. For example, the
formula |; @[i] (where [i] denotes that the formula ¢ may contain a free 1)
holds if @[] holds after ¢ has been made to refer to the current world.

Using this extension of the modal language we can, among other things,
characterize frame properties that were unavailable in classical modal logic;
examples include irreflexivity, intransitivity and antisymmetry. If we look
at irreflexivity, then the problem for modal logic becomes apparent when
we consider two worlds satisfying the same atomic formulas and which link
only to each other; this situation is modally indistinguishable from a single
world that links to itself (because there exists a bisimulation). In hybrid
logic, however, this problem is solved by our ability to distinguish distinct
worlds by use of their nominals.

With the hybrid language sorted out, the next step is to consider a proof
system. To attain strong completeness (I' = A = ' - A) without limiting
ourselves to compact hybrid logic we need an infinitary proof system. The
proof system used in this thesis is based on sequent calculus and has an
infinitary derivation relation, i.e. it can require infinitely many premises. If
the system is extended with only pure sequents (up to countably infinitely
many) it remains strongly complete. This will, for example, also allow us
to reason with frame properties such as reachability or the bounded chain
condition.




Semantic tableaux

To automate theorem proving we first need a method of constructing proofs,
the infinitary proof system as it is presented in [11] provides too few hand-
holds to find a proof in it directly. Semantic tableaux provide an avenue of
attack by applying a systematic search for a counter-model: if there is no
possible counter-model to a potential theorem then it must be true.

We consider the negation of the candidate theorem, and try to satisfy
this; if this is to be possible then the premises of the (original) sequént need
to be true while the consequent is false. At each step in the tableau we
can similarly consider a set of formulas that need to be true and a set of
formulas that need to be false in a possible counter-model. These sets can
be manipulated by tableaux rules that break down or combine the formulas,
and in some cases by branching the tableau at the prospect of two possible
counter-models. If at any time the positive and negative sets of formulas
in a branch overlap, then a counter-model there would be inconsistent and
therefore impossible. If this is the case on all branches it proves that the
sequent we started with must have been a valid theorem. If no more tableau
rules can be applied and there is no overlap, then there is a valid counter-
model and therefore the sequent is not a theorem.

Automated theorem proving

Creating a theorem prover based on tableaux still requires $ome concessions
to practicality. The largest obstacle is time: hybrid logic is undecidable
and so a theorem prover might be unable to find either proof or disproof,
and even when there is a proof it may take arbitrarily long. An additional
problem with tableaux is that the criterion for identifying a counter-model,
that no more rules apply, may sometimes never be reached even when there
is a counter-model. By combining the prover with a small model checker
this latter problem can be solved in a number of common cases. The general
problem of running-time can be kept under control by limiting the search
depth.

Another obstacle on our path is the sheer breadth of the logic we deal
with; infinitary terms allow a wide range of induction structures to be used.
For our prover we have limited ourselves to the simplest and most common:
weak induction with a single base case.

The theoremn prover has been implemented in SWI prolog. The most
important parts are the rulebase and the proving ‘engine’ which uses the
rules from the rulebase to search for a proof. Keeping this rulebase separate
from the rest of the prover facilitates making changes to the behaviour of
the prover, by allowing easy modification of the tableau rules.

The prover also has a small integrated model checker, but it is very
limited in scope. It only works on pure formulas (i.e. formulas that do not
contain propositional variables); and any infinitary terms will have to be



very basic. Consequently, it may fail to recognize when a counter-model
can be formed from the formulas in a tableau node; but when it does detect
one, it should be correct.

The output of the prover can be one of three things: it may fail to reach
a conclusion, it may find a counter-model, or it may find a proof. When it
finds a proof it will interact with pdflatex to construct a pdf file showing a
deductive proof of the theorem.
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Introduction

It’s a dark and stormy summer night. In his lab we find Victor

Frankenstein hard at work, hacking, cutting and dissecting, sewing
the parts together in novel arrangements. It is the moment of
his greatest creation. But there is no lightning involved here;

somewhere events had taken an awfully wrong turn in this alter-

nate universe. This Frankenstein is no chemist obsessed with the

creation of life, but a logician. His creation: a logic composed of
borrowed parts ~ Hybrid Logic.

And thus begins our harrowing tale.

In reality the origin of hybrid logic is much more mundane. lts history
starts in the 1960s with Arthur Prior’s hybrid tense logic [15]. But only as
recently as the mid 1990s has hybrid logic really taken flight. One of the
developments in recent years is a sound and strongly complete infinitary
proof system for hybrid logic [11], and it is in that vein that this thesis

continues.

Goal of the thesis

The goal of this thesis is to develop an automated theorem prover for
infinitary logic. But what is infinitary hybrid logic, and why do we want
it? These are questions that will need to be answered first. And once we
have established the theory, how then do we prove theorems and how do we
automate this process?

In this thesis we treat the development of an infinitary hybrid logic prover
from theory to implementation. Along the way we also take a small detour
to have a look at Sahlqvist formulas and how they interact with our hybrid
logic.

Overview of the thesis

The thesis is divided into five parts and an appendix, each consisting of
two or three chapters. Every part is preceded by a small overview of the
contents, and followed by the list of references particular to that part.

The first part consists of three chapters which treat the development of
hybrid logic. Chapter 1 provides an introduction to modal logic, and gives
a motivation for extending it to hybrid logic. The next chapter discusses
the language of hybrid logic. Finally, in the third chapter, we introduce a
proof system for infinitary hybrid logic based on (11].




The second part of the thesis is made up of chapters 4 and 5. In chapter 4
we apply the proof system to a number of examples: proving some useful
derivative rules and theorems, demonstrating equivalence between pure and
modal axioms which define the same frame properties, and finally proofs of
a few infinitary theorems. Chapter 5 digresses slightly from the main line of
the thesis to extend the class of frames for which we know equivalent modal
and hybrid axioms. By taking a detour through first-order and second-
order logic we find that the entire class of so-called Sahlqvist axioms can be
rewritten in hybrid form.

Part III introduces the main method applied by our theorem prover.
First, a basic introduction into semantic tableaux is provided in chapter 6
and the scope is subsequently broadened in chapter 7 to accommodate
infinitary hybrid logic.

At long last, part IV brings us to the actual theorem prover. Chapter 8
deals with the overall design of the prover, followed by a discussion of the
implementation in chapter 9 and an evaluation of the prover in chapter 10.

The last part of the thesis discusses what we have accomplished so far
and what work may lie ahead for those that venture onwards.

Finally there are three appendices. Appendix A provides additional
hand proofs, like the ones in chapter 4. Appendix B consists of additional
computer proofs which did not make it into chapter 10. The last appendix,
C, gives the code for the theorem prover.
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1 Modal logic

“The rain in Spain falls possibly on the plain.”

1.1 Introduction

Modal logic as we know it today js best seen as an extension of propositional
logic. Aside from the usual propositional operators we also have the modal
operators O and O, which may be read in several ways depending on what
sort of modal logic you have.

The standard interpretations are “necessarily” and “possibly”, respec-
tively. So this allows you to say “possibly it rains” (Or), and “necessarily
if it rains 1 take my umbrella” (O[r — u]). Intuitively, it follows from these
two statements that “possibly I take my umbrella” (Ou). Modal logic can
help to formalize this sort of reasoning.

But modal logic is much broader than just this. It does not just apply
to various concepts of necessity (alethic modal logic), but can also be used
to deal with knowledge (epistemic logic), beliefs, what ought to be (deontic
logic), what is provable (provability logic), computer programs (dynamic
logic) and more.

The common characteristic binding these diverse topics is that you can
make use of models composed of a collection of possible worlds (or states)
that are connected in some (specific) way. This is quite obvious for a topic
such as computer science, because there we are familiar with finite state
machines: each statement in a program brings you from one state to the
next.

For knowledge the leap away from intuition is slightly larger; you know
something when it is true in all possible worlds you might conceivably be in.
You might well imagine a world where the rain in Spain falls mainly outside
the plains, but it cannot be the world you occupy. It is important in this
respect to distinguish what is logically possible from what is epistemically
possible. There is no logical reason why the rain should not fall elsewhere,
but to believe otherwise would simply be contrary to evidence (assuming
the old adage is true).

1.2 Semantics

The versatility of modal logic lies in the underlying semantic framework.
Much of the credit for its development goes to Saul Kripke, and for this
reason it is known as Kripke semantics. In this framework modal statements
are interpreted in terms of (Kripke) models M = (W, R, V).

The first part of the model, W, gives the set of possible worlds (or
states or nodes). The precise nature of this set determines part of the



interpretation; e.g. the set might consist of prograut states, or ways the
world might be.

The second part, R (C W x W), is an accessibility relation and lets you
‘move’ from one world to the next; e.g. in terms of comnputer science it may
represent a state transition, or when dealing with knowledge it can say that
a world is consistent with what you know (given the actual world).

The final part of the model, V (P — 2%), completes the model by
determining in which subset of worlds a given atomic formula is true; e.g.
when your set of worlds W is {a,b,¢,d,e, f}, it might say that if you are
wondering whether “it rains in Spain”, this is true in worlds a, b and ¢,
and consequently the opposite (“it’s not raining in Spain”) is true in the
remaining worlds, d, e and f.

Using this conception of models, we can now define when a formula is
true. Reading M, w |= ¢ as ‘world w from model M satisfies the formula ¢’
we have the following:

M,wlp iff weV(p)

MuwlE-¢ if Mwyp

Muwl oAy if M,wl=yand M,w |= o (similar for V, —, — )

M,w = Op iff Juew(wRvand M,v |= )

M, w=Op if M,w | —0-p (or Veew (wRv = M,v |= ¢))
Furthermore, a formula is considered true in a model, if it is satisfied by all

worlds of the model, i.e. we have M |= ¢ o Vuwew (M, w = ¢). And some-

thing is logically true (valid) if it is true in all models; |= ¢ o VMm(M E o).
In other words, a formula is valid when there is no counter-model (ie. a
model with a world where the opposite is true). Finally, for a set I' we define

Mouw T Y Voer(Myw k= 9) and T k= ¢ 2 Vi) (M, w =T = M,w = )

The basic modal logic corresponding to the semantics just laid out is
known as the K system. It is formed by extending propositional logic with
the following:

o The necessitation rule: if - ¢ then - Op

e The distribution (or K) axiom: F O(p — ) — (Op — Oy)
This general system forms the basis for more specific modal logics by adding
extra axioms to it. However, this also puts extra demands on the underlying
semantics. Instead of looking at all models when determining the validity
of a statement, you need to look at a subset of models.

1.3 Frame properties

At first it might seem we would need the subset consisting of all models in
which the extra axioms are true. Luckily this turns out not to be the case:
Instead of models we can make use of frames

!Any model outside the frame class that makes the axioms true turns out to be
bisimilar to a model inside the frame class, meaning they satisfy exactly the same




A frame F = (W, R) is like a model without the valuation function.
Effectively it represents the underlying structure of a model. A formula
@ is true in a frame (W, R) if it is true in all models on the frame, i.e.

When considering modal axioms in light of these frames, axioms turn
out to correspond precisely with properties of the accessibility relation. So,
for example, when considering epistemic logic, we have amongst others the
axiom 0OA — A (or its dual A — OA ). The accessibility relation of the
frame will be reflexive (as we would expect, in each world we must consider
that world itself possible).

Together, all the frames that have the same property form a frame class
on which we can define the semantics of our modal logic. To be precise
our frame class is characterized by an axiom from the modal logic in the
following way

i) the modal axiom is true in every frame of the class, and

ii) every frame in which the axiom is true belongs to the class.

When multiple axioms are involved the frame class consists of the intersec-
tion of the frame classes characterized by the axioms separately.

A few examples of frame properties are shown in table 1.1. Each of
these properties is a first order definable property. Not all modal axiomns
characterize first order properties, however; e.g. O(0A — A) — OA (the
Lob formula) is inherently second order in nature.

property axiom
reflexivity 0A— A
symmetry A — 0O0A
transitivity 0A —- O0A
density 0O0A - 0OA
determinism | OA — OA

Table 1.1, examples of frame properties that can be characterized
with modal axioms

1.4 Frame properties which cannot be characterized by modal
axioms

As it turns out a lot of frame classes cannot be characterized by modal
axioms. Part of the problem is that modal logic follows the duck hypothesis;
if it walks like a duck and talks like a duck, then it is a duck. Moreover it
is the same duck each and every time.

That is to say, distinct worlds may be indistinguishable to modal logic.
And this poses a problem for those properties where distinguishing distinct
worlds is exactly what you need to do, e.g. in irreflexive frames where a
world may only be connected to a world other than itself. This also means

formulae




entire models may be indistinguishable, as you can e.g. replace two worlds
by one, yielding a new model that is modally equivalent (in the sense you
cannot distinguish the two models by modal formulas). To demonstrate this
the concept of bisimulation [7] will be instrumental.

Definition (Bisimulation). A bisimulation between models M = (W, R, V)
and M’ = (W', ', V') is a non-empty relation E between worlds of M and
M’ (i.e. EC W x W’), such that whenever wEw' (w € W and v’ € W')
we have the following:

atomic harmony: the same atomic formulas are true in w and w’

zig: if Rwv, then a world exists v’ € W’ such that vEv’ and R'w'v’

zag: if R'w'v’, then a world exists v € W such that vEv' and Rwv

If two models are bisimilar this implies that they cannot be distinguished
by a modal formula; for every world in one model there is a world in the
other model that inakes the same modal formulas true and vice versa.

Using this we can show why certain frame classes cannot be characterized
by a modal axiom. Let’s first recall what characterization by an axiom
means:

i) the modal axiom is true in every frame (and thus model) of the class
and

ii) every frame in which the axiom is true belongs to the class.

This provides us with a straightforward approach to show certain properties
cannot be characterized by a modal axiom: Find a frame that does not have
the property for which each model X has a bisimulation to a model Y on a
frame that does have the property.

Since every Y is a model with the frame property we are interested in,
the axiom that would characterize it must be true there. And because of
the bisimulation this axiom also has to be true in every X. But that means
the axiom would be true in the frame we chose particularly for not having
this property, which gives us a contradiction.

Now let us apply this to a few examples. The first case is irreflexivity,
illustrated by figure 1.1.

......... oioic = - -, T SS8005c00000
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Figure 1.1, A bisimulation between an irreflexive model
A and a reflexive model B. (All worlds make the same
atomic formulae true)

Given any particular valuation B is a reflexive model. Through the
bisimulation, shown with dashed lines, it is equivalent with a model A (with




both worlds satisfying the same formulas). However; as model A is clearly
from an irreflexive frame, neither of the worlds is accessible to itself. This
must mean that if there were a modal axiom characterizing irreflexivity, it
is true in A. And if it is true in A, then it is also true in B, because of
the bisimulation. And since this holds for every valuation of B it holds in
the frame underlying B, which in turn must be irreflexive if a modal axiom
characterizing it were true there. However, a frame cannot be reflexive and
irreflexive at the same time. So the only conclusion open to us is that there
can be no such modal axiom.

4
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Figure 1.2, A bisimulation between an asymmetrical
model C and a symmetrical model D.

A similar story holds for asymmetry, as illustrated in figure 1.2. When
none of the worlds in model C are distinguishable, then the model as a whole
is indistinguishable from one where there is just a single reflexive world. But
such a model is symmetrical, so no modal axiom characterizing asymmetry
may hold there for all valuations of the model. And since any valuation for
D leads to one for C with all worlds equally valued, it cannot exist.
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Figure 1.3, A bisimulation between an antisymmetrical
model E, and a symmetrical, irreflexive model F (Worlds
with the same color make the sanie atomic formulae true)

There are always many possible counterexamples, but it usually pays to
keep it simple. A good heuristic is to start with the smallest model that does
not have the property you are examining. For example, a single reflexive
world in the case of irreflexivity and asymmetry. And then proceed to find
a model it can map to which does have this property.

To disprove the existence of an antisymmetry axiom this means we start
with two worlds, which are connected to each other (F in figure 1.3). The
obvious choice for an antisymmetric model would be a loop with 3 or more
worlds; however, it only works out for an even number of worlds, because




otherwise we-cannot have a bisimulation. The two worids 1n our symmetric,
irreflexive model may be different, illustrated by the two different colors in
figure 1.3. So with every step along the accessibility relation we have to
alternate between the two kinds of worlds, where -one kind is bisimilar to
the first world (white), and the other kind to the second (gray). This means
4 worlds is the least we can do (E from figure 1.3).

It turns out this counterexample works for the previous frame property
as well. So we might have shown there cannot be axioms for asymmetry and
antisymmetry at the same time. Likewise, it turns out intransitivity shares
the counterexample for irreflexivity (figure 1.4).

......... ey
J o &
G H

Figure 1.4, A bisimulation between an intransitive model
G and transitive model H

The next frame property is a bit of an oddball. So far we have used
bisimulation between models in a sense such that all worlds in one model
are bisimilar to a world in the other. For trichotomy this will not work,
because it says every two distinct worlds are connected in one direction or
the other. So if we try to reduce a trichotomic model by identifying worlds
with each other it will always keep this property, or conversely building up
a model by splitting/doubling worlds only stands to lose it.

Fortunately bisimulation does not require such a strong correspondence,
something weaker will also do. For this we necd to define the concept of
a generated submodel |7]. Given a set of worlds, every world reachable in
zero or more steps fromn those worlds belongs to the generated submodel
(generated by the given set of starting worlds). All that a bisimulation
requires is that both models have a certain generated submodel, such that
each world from one generated submodel is bisimilar to a world from the
other and vice versa. This is exactly what we need for trichotomy. If we have
a model with two disconnected worlds, then the model is not trichotomic
(K in figure 1.5). But since both worlds are disconnected each on its own is
a generated submodel, and bisimilar to the world of a single world, model,
which is trichetomic (1 and J in figure 1.5).

Figure 1.5, A bisimulation between trichotomic models
I and J and their non-trichotomic union K



2 Hybrid logie

There is an oddity at the heart of modal logic: although possible worlds take
the center stage in the semantics (as states in the model) they are left out
of the picture in the syntax. Now, there is not necessarily anything wrong
with such an oddity, except that in this case it also poses certain problems.
Properties that are trivial to define on the semantic level become impossi-
ble to characterize in the modal language. Take, for example, irreflexivity,
Vs;—sRs, which is very easy to state in terms of first order logic, but cannot
be expressed modally.

2.1 Nominals

Hybrid logic remedies this by extending modal logic with a new class of
special propositional variables, the nominals. These nominals are true in
exactly one world, and thus can be used to uniquely name that world. This
makes it possible to say e.g. ¢ — —Oi (where i is a nominal), ‘if we are
in world i then this world (i) is not accessible’. When this is true for each
nominal, i.e. one reads ¢ — —<i as a schema in which ¢ may be instantiated
by any other nominal, then it characterizes irreflexivity. In this way a host
of new frame properties becomes available which our logic can characterize
and reason about.

To accommodate nominals the semantics has to be slightly adjusted. The
model M = (W, R, V) is extended to M = (W, R, V, A) with an assignment
function A : I — W (where I is a countable set of nominals). A(:) then
gives the unique world named by nominal i, therefore:

MuwEiiff AG)=w
Instead of adding an assignment function, it is also possible to extend the
valuation function V, and treat nominals more like propositional variables.
However, conceptually it has advantages to keep nominals and (regular)
propositional variables well separated. For example, if we were to extend
the valuation function, we would have to constrain it such that it can only
assign singleton sets to nominals, using the assignment function this is a
given. Nevertheless, the equivalence is important, as it means we are still
in essence, dealing with regular Kripke models.

2.2 The satisfaction operator @

To make reasoning with nominals more comfortable the satisfaction operator
@; is added for each nominal i. The formula @;i should be read as ‘at the
world named i formula ¢ holds’. The truth definition for @; follows this
reading precisely:

M,w = @ iff M,A() ¢

In essence, the operator @; can be seen as the modal counterpart to an

10




accessibility relation H; which connects every world to the world named <.
This also means @; is a normal modal operator, and consequently the K
axiom and (Strong?®) necessitation hold for it.

The hybrid logic developed so far is known as H(@). In it we can, as
a start, characterize all the frame properties listed in table 2.1. As shown,
there are also often alternative hybrid axioms that correspond more closely
to the characterization on the semantic level (specifically in the cases where
there are only universal quantifiers). This is a result of the correspondence
between nominals in the syntax and worlds in the model. The commonly
used axioms are often further removed from the semantics, but more concise.

property pure axiom alternative model

reflexivity Q;0i v,(sRs)

symmetry @,00i 9;0) — 6,01 VY. e(sRt — tRs)
transitivity O0i — O OiN@;0fj — Oj Va,e,u(sRt AtRu — sRu)
density Oi — OO Va,u(sRu — 3 sRt AtRu)
determinism Oi — 0Oi OiAOj — Oyj Vat,u(sREA sRu — t = u)
irreflexivity @;~0i Vs(~sRs)

asymrmetry @;~O0# @0j — @;-0i Vo, e(sRt — —tRs)
antisymmetry | @,0(0i — i) QOjANQ;0i = @,j V. i(sRtAtRs—s=1t)
intransitivity | 00i — =0i OIAB;0f — —0j Vst,u(sRt A tRu — —sRu)
trichotomy @,0iV @iV @i0j Vi t(sRtVs=tVtRs)

Table 2.1, examples of frame properties characterized by pure
(hybrid) axioms (axioms containing no propositional variables).
The top half can also be characterized by modal axioms, but the
bottom half cannot.

The axioms which are used in hybrid logic are preferably pure; this means
that no propositional variables (other than nominals) occur in them. When
the base hybrid system is extended with only pure axioms, it is automatically
complete for the class of corresponding frames [11]. But the regular modal
axioms, if they exist, are of course also still valid.

The logic H(@) also has another attractive property: it is decidable.
This means that for any well-formed formula it is possible to determine
whether it is valid in a finite number of steps.

2.3 The nominal binder |

Hybrid logic may be further extended to add even more expressivity. The
obvious choice is a binder, like ¥ or 3. In fact, with these choices the resulting
logic would be as expressive as first order logic. However, this does not do
justice to the modal character of our logic, because if variables could be
bound to arbitrary points we would lose the intuitive locality present in
Kripke semantics. So for this reason often the | operator is chosen, which

2Strong necessitation is embodied by the rule 5%
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binds a nominal to the ¢urrent world. (The combination of both @ and |
will be discussed in the next subsection; first we will examine the | itself.)

One way to look at it is to say that |; gives the name i to the current
world. And so you could say e.g. |i OOi, ‘If I name this world 7, then
in every world accessible from here, I can get back to i’. The observant
reader will notice |; OOi characterizes symmetry and seems to follow the
same structure as the corresponding pure axiom @;001. It is important to
note however that |; ¢[i] binds the free occurrences of the nominal i in oli],
whereas @[] does not. The formula @;p|i] merely forces the evaluation
of ¢[i] to be done in the world named by i, whereas |; [i] changes what
i means for future reference. This is reflected in the semantics by a local
change in the model whenever |; is encountered:

Mwkl:ip iff Mli:=uwj,wEy
The model M = (W, R,V, A) is modified to M[i := w| = (W, R,V, A'),
where A’ = A[i := w] behaves like A on I — {i} and A’(i) = w.

There are many other pure axioms like @;00i, which can be similarly
rewritten using |. In some cases free nominals can be eliminated altogether
(e.g. see table 2.2). Using such bound axioms means that you no longer
need all instances of a parametrized pure axiom. This makes things at least
conceptually simpler.

frame property | bound pure axiom
reflexivity 1li Ot
symmetry 1« O01
irreflexivity i =01
asymmetry li 2001
antisymmetry 1 O(Qi — 1)
transitivity | 1:00|; @;0f
density | 140 |; @;00)

Table 2.2, several examples of axioms where using | results in
pure axioms without free nominals.

2.4 The hybrid language H(@,|)

When both operators @ and | are added to the hybrid language together, it
yields a logic that characterizes locality [1]. In other words it characterizes
the fraction of first order logic that is invariant for generated sub-models.
The validity of a formula depends solely on the current world, worlds named
by nominals, and successors of these worlds.

Using H(@, |) we can precisely explore and describe any part of a model
or frame accessible via the successors of a (set of) starting point(s) (see
figure 2.1 for a small example).




Figure 2.1, The minimal frame described by the formula
la © b @a® le @O |4 (

~@,a A ~Qc(a vV b) A Qg{aVvbVv C)

A@,0O[bV cV d]

A@,DL NG [OanObAOdAD(avbVd)AQyOL)

vOl.

The union of any number of generated sub-frames also
satisfies the formula.
In a similar way any generated sub-frame of any given
frame can be systematically described using H(@, |).

Because of the way @ and | operator complement each other we can
always find our way back when probing our way through a model. At any
time we may choose to store the world we are in by naming it with | and
later on we can return to it using @, and, for example, explore a different
path.

Unlike H(@) the logic H(@, |) does not have a decidable satisfiability
problem. In fact even if we leave out the @ operator and free nominals, the
remaining fraction of the logic is still undecidable [1]. A decision algorithm
may therefore never terminate, and this is a problem a practical theorem
prover has to deal with.
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3 Hybrid logic with an infinitary proof system

In the previous chapter we discussed the semantic underpinnings of hybrid
logic; in this chapter we will provide an accompanying proof system, based
on [11]

A proof system allows us to deduce theorems by purely syntactic means.
New theorems are formed from old theorems and axioms by applying the
rules of the system. This removes the need to translate everything to the
underlying semantics and determine the truth on the underlying level.

There are two important factors to consider. First we do not want to
be able to deduce ‘theorems’ in the system that are not valid with respect
to the underlying semantics; and secondly, we want to be able to deduce
every theorem that is valid. These problems are known as soundness and
completeness, respectively. For the system laid out in this chapter proofs of
soundness and completenéss are discussed in [11].

3.1 The proof system

In the first two chapters we have only implicitly given the language of our
logic; it follows from the definition of the semantics as only formulas with
a meaning are part of the language. Explicitly the formulas of our logic are
defined, in BNF notation, by:

pu=L|T|pli|-¢|e1®p2| ®p
Where @ € {A,V,—,~} and ® € {0, 0,@;, |;}.

To form statements about these formulas we will use sequent notation.
Sequents have the form I' - ¢ where I is a countable (possibly infinite) set
of formulas and ¢ is a formula. Allowing I' to be countably infinite has the
consequence that our proof system will be infinitary as well; proof sequents
may require infinitely many premises.

Given that the system has the properties of soundness and completeness,
we have that I' - ¢ iff T' |= . Further we defineI' - A iff 2 T+ ¢ for all
p € A.

We can now look at the actual proof system. The axiom sequents and
sequent rules for the system are given in table 3.1.

One of the first things one might notice is the conspicuous absence of
the K axioms, which one would expect in any proof system for a normal
modal logic such as this one. The reason they are not explicitly included is
because they follow SNec by applying it to MP and then applying Ded®.

*In the second part of the paper, within the context of tableaux, I' A has a different
interpretation.

4Their omittance is a slight deviation from [11], where they were still unnecessarily
included.




Taut I ¢ if ¢ is an instance of a tautology

MP wp—PEY (modus ponens)

SDs F@ip — @y (self-dual)

Intr Fing— Qip (introduction)

Ta F@;i (reflexivity)

Agree | @,@;p — Q;p (agree)

Back F OQip — @i (back)

DA ikl ¢ pli:=i (downarrow)

Name  H;@;p — ¢ provided i ¢ fnon(yp) (name)

BG 1+ 0];Q9;05 provided i # j (bounded generalization)
SNeca  if 'k then O Ogp (strong necessitation)
SNecg ifF ¢ then @' @,p (strong necessitation)
SNec, if Ty then [T Hlip (strong necessitation)
InfCut ifTHAand I",Al pthen T, I'F p (infinitary cut)

Ded iff,pFythenFFyp -y (deduction)

Table 3.1, The axiom sequents and sequent rules for H. (@, |)

The axiom Name relies on the mapping fnom(yp), which gives the set of
free nominals that occur in a formula ¢ (or set of formulas). The inductive
definition of fnom is fairly straightforward, so we will only comment on the
two most important clauses:

fnom(@;p) = fnom(p) U {i} = The @-operator does not bind nominals
fnom(}; ) = fnom(p) — {i} = The |-operator does bind nominals

For practical purposes the proof system may be a bit too minimalistic.
Undoubtedly some effort went into reducing redundancy and choosing the
most basic axioms that came to mind, but in practice it pays to use extended
axioms or derivative theorems. Two axioms that.can be easily and usefully
extended are SDg and Namne: by combining them with their contraposi-
tion you can get equalities instead of implications, which then allows their
use for substitution. A few simple derivable rules are T, SD| and DedRev;
possibly the two most important ones are bridge and Paste. Derivations
for numerous theorems are given in the next chapter and the appendix.

The proof system can be extended with further axioms (or rather, axiom
sequents) to form proof systems for logics on specific frames. As long as it
is extended with only pure axioms (or axioms provably equivalent to a pure
axiom) we will retain soundness and completeness between the proof system
and the semantics [11]. So for example, we can take M, (@, |) together with
F @; <01 to form a proof system for irreflexive hybrid logic.
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3.2 Logics with infinitary axioms

The reason we need an infinitary proof system is because hybrid logic is not
compact. Compactness means that given I' = ¢ we can always find a finite
I’ C T such that I'" = . Basic modal logic is an example of a logic that is
compact, and because of that it can be finitely axiomized.

A finite axiomatization for hybrid logic, however, would be incomplete
because we would not be able to construct proofs of non-compact theorems.
At most it might be complete with respect to the compact fragment of
hybrid logic. But then we would miss out on the range infinitary logics; for
exainple, the ones shown in table 3.2.

[ ancestral logic {@;D"~jjn € N} F @,0"—j
reachability logic | {-@;0"j|n € N} F 1
cycle logic {-@;O"iineNAn>1}F L
BCC logic {O"Tlne N} F L

Table 3.2, several hybrid logics characterized by infinitary axiom
sequents.

In hybrid ancestral logic we have an extra modal operator O°, besides
the usual O. O" corresponds with the reflexive transitive closure of the
accessibility relation of O, and so addresses all descendants of a given state
at once.

Hybrid reachability logic operates on the class of frames where each
world is reachable (through a finite number of steps) from any other world.

As the name suggests, hybrid cycle logic is a logic where all worlds are
connected to themselves (in one or more steps).

The axiom for hybrid BCC literally states that ‘falsum’ follows from
the assumption that there are paths of every length, which means that
there must be some maximum path length; unsurprisingly BCC stands for
bounded chain condition. One might imagine BCC is useful for guaranteeing
termination when combined with dynamic logic.

A number of example proofs involving infinitary axioms will be handled
in chapter 4.
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4 Proof examples

“mmm... pudding”®

In this chapter a number of examples will be given of various sorts of
proofs using the hybrid logic laid out in chapter 3. First, a number of simple
derivable rules and sequents will be treated, followed by two generalized
sequents and a generalized rule. Then we shall take a look at modal axioms
defining frame conditions and their hybrid equivalents. And finally three
infinitary hybrid theorems will be discussed.

It should be noted that various of the following proofs may contain
sequents and rules that have not been discussed before they are used. These
will be dealt with in the appendix, along with other proofs for which there
is no space here.

4.1 Derivable rules and séquents
4.1.1 W (Weakening): Ty = I''AlF g

Possibly the most trivial, but still useful, rule that can be deduced in our
logic system is the weakening rule. It follows directly from the infinitary
cut rule and allows the introduction of arbitrary formulas to the antecedent
of a sequent.

Fl-f_ AF@IfC
T,AF ¢ nfCut

Note that A I @ must be the case, because we have A | ¢ for all ¢ € 0.

4.1.2 Namerev: ¢ —]; @;p provided i ¢ fnom(yp)

Namerev, as the name suggests, is a sequent which serves the opposite
purpose of Name. Using the self-duality of @° and |7 we can derive it from
the contraposition of Name.

In future use, Name will be used to refer to its combination with
Namerev, ie. - ¢ —|; @;p.

Name {i ¢ fnon(p)}
Fl S ®2ch IG,
Fo—-1i%—y SD
Fp -] -0~ !

— SD
Fo —ls Gy S

5In all fairness, the proof is not actually in the pudding, but in the eating thereof.
But a google count shows over 50% of people get this wrong.

SWe use SDq: F @;p «— -@; -y, which can be derived from combining the original,
SDg: F G, — -@,; -y, and its contraposition.

8D ko i )i oy




4:1.3 distr] (distribution of @ over V):  @,(¢ V ¢) — (Q;p V @,9))

Because @ is a normal operator we ought to already know that distrl
(- @i(p A ) = (@i A@;)) is a theorem; using this together with the fact
that @ is also a self-dual we can also find that it distributes over V°.

distr?

F Bi(~p A ) = (Gi~p A Q:Y)
F -0, (A ) = (9 A DY)
b -, —(p V ¥) = (~0,~p v ~8;—~¢)

F0(pV Y) — (Qip V&Y)

SDo

4.1.4 Tl : Fl.l

Despite the differences there are also a few striking similarities between |
and @; for example, they are both self-duals. Another trait they share is
that they are both reflexive. For @ this is given as an axiom of the logic,
for | we can deduce that I-]; i holds.

Intr
Jhlii—g
Jhlei To
_.__.'sNeco —_—
Qi -0y i b Gy
= InfCut
@y i SNec
Pl O, 4 '
. Nﬂlne

His i

4.1.5 Bg: F @)« @;i

It is very intuitive that if a world named i has name j as well, then world j
also has name i, because they are in fact the same world. But intuition is
no substitution for proof, so if we want to use it we have to demonstrate its
correctness.

The proof consist of first proving one direction of the equality (Ba-half),
and then using a new instance of that partial result for the other direction.
The use of DedRev®, which does the reverse of Ded, makes for a slightly

shorter proof (by avoiding extra distribution steps).

Intr

TTAj =95
ZRI 2 bedRev
LT Lak1* B YN,
Ta 9i,@;j - @;0,j "
b 8,j Qi+ 9y — @40,

-Gy — @_,‘Q;j Ba-half
Bohall F 8,1 — @y “F°° F @, — 9
F 6 — 8,

InfCut

8 As will be shown in the appendix, @ also distributes over — and «—. Similarly, the
operator | distributes over V, A, — and «.
DedRev: T'Fyp - ¢ = Ipk ¢
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4.1.6 PR (Paste Rule): I'@Q,; 05 F @ = T +F @;0p provided
j ¢ fonon([', ) Ui

Compared to the previous examples, the Paste Rule is much more complex
to prove, but it is an important rule because it is often used when proving
other theorems. In H(@) it has to be included in the rules of the logic
system, but in H(@, |) we can derive it from more basic rules and sequents.

A lot of the steps in the proof simply involve adding or removing @s and
s, manipulating sequents into the right form. Even though we already have
SNec, Agree and Name to help us in this department, we additionally use
vacuous binding'® and vacuous satisfaction'®.

given {j ¢ fonon(I", ) U1}

r,0.0;F 06,0 1
Neca, fresh
6.T,0,0.05 F 0,09 i ca, TTeslith
9,I',0,05 F Oyp
1y gxr. 1, 0,0jFl; 0,0

SNec,

VB ___Back il
OuTL1;0.0iFl; 00 Foeu-T ~O T |
o,T, |, @_. ik S;lt: 65.._??'6: L ey
__BG 0@.,01, 805 F Oy . SY O InfCut
Tao iF0], 605 SNeco a,rI,o |; 9,05+ Op Nece
[T 6,il- 0,0, 0,0f 0,0,I',0,0 {; 8;0j F G0y
F 8,01, 0,05 [nfOuT @,T,6,0,80,F 8,05 2
: 6. F 6,0p = Ifs,
Trao, VS

4.1.7 AID (At-Implication-Down equivalence) : i - ¢ &
Hipo kO

Many theorems come in the form of - i — ¢, F|; ¢ or - @;p. Depending
on the situation one variant might be more convenient than another, and
so it is very convenient to have a rule that helps transform one kind into
another.

The proof for AID goes in three parts, from - @;p tot i — ¢, to |, ¢,
and then back to - @;p . All steps are pretty straightforward, the only
thing of note is the use of vacuous binding after @'? in the third case.

; given 1
given Intr T _given
) i, O b ; 3
Bl A A T e T iFy Ded ey 30
LT YL TiF - SNec; FOidiv o
o - i A
ki b ool T InfCut F O
Fley

4.2 Generalized rules and sequents

There are some cases where a whole range of sequents or rules can be proven
at once by generalizing over certain patterns (usually of modal operators).

OVB: F|; ¢ — ¢ provided i ¢ fnon(yp)
1vS: Ty = FTFpand T+ Q90 = T} ¢ provided i ¢ fnon(T, @)
12vB?: @, |; ¢ — Q;p
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Such proofs will either depend on induction, or involve other generalized
sequents and rules.

4.2.1 Back' (generalized back) ¢ @;p + 0"@;p for n > 0

One of the simplest examples of a generalized sequent is Back*. It involves
little more than a repeated application of Back, which means we will be
making use of induction. For completeness we start with a base case for
n = 0, even though in practice we would never use that instance.

base case:

Taut
Q.o+ iy

With the base case affirmed, we move on to the induction step, which
builds on the induction hypothesis: Yo<m<n(@iyp - 07 @)

tnduction step

induction hypothesis Back
@ o' T oo
— D% SNew LORW QY e
09,0 F oa"~'ap OB~ F Gy~ &
089 - 0" 8,9 Q9 F DGsp -
@ pr 0 op InfCut

4.2.2 Bridge' (generalized bridge)

Before stating what sort of sequent Bridge' stands for, it is necessary to
introduce some notation first.

Let {n) denote a specific sequence of Os and Os. In particular it may be
defined as follows

definition (n}:
f}e <
(2nle </ Oin)p
{2n+ 1)y ced Ofn)y

So e.g. {314)¢ ¥ ooncoonoy

One can convert a number to its corresponding sequence by going through
the following four steps:

i) convert the number to binary, 314 = 100111010

i) remove the first digit, 00111010

iii) reverse the string, 01011100

iv) replace the 0Os with Os and Is with s, 0000OC0O.
To convert it back, one can do these steps in reverse.
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With this notation in place we can now properly state what sequent we wish
to prove:

Bridge* : (n}i,@:pt [n}yp (where n > 1)
As before this will be an inductive proof, so we start with the base case.

base case, n = 1:

Intr
FiA—~p— G~
e
l,.ﬂ(p" 4 P

i,k def {1)
{14, 9+ {1}p

DedRev

The induction step is split into two distinct cases, one for odd numbers and
one for even numbers, respectively. It is important here to use a strong
induction hypothesis, because the instance k which is a prerequisite for
proving a case n will fall somewhere in the middle of the range in which we
hypothesize the theorem to hold. Therefore our induction hypothesis will
be: Vigmen({m}i,@:ip F (m]y)

evenn, n =2k :
induction hypothesis

[ORLLAL e Back*
Ofk}i, 09,9 F Olk}e Q9 - 009

- InfCut
O S b B, .. cmi >
(2k}i, O F {2k}
{n}i, 00 F {n}e
oddn,n=2k+1:
induction hypothesis
{k}1, Gup F (Ko
0,0+ (k)i — (k)
Q. [kl — (k)i
OOyt O-[klp — O-(k fN““ Back*
00:p F O[k})i — Ofk}p GoF 00,p s
St Okl = Olklp =
Olkli, 9k Ofkly 2k +1)

2k +1}i, 00 F {2k + 1}p
{n}i, @p & (n}p
Because every number is either odd or even, this demonstrates that
[n}i,@;ip F {n}y for-&ll n > 1. In particular this means that given @;p and
a specific sequence of Os and Os followed by i, you can deduce the same
sequence of Os and Os followed by .
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4.2.3 DW (Distant worlds equivalence): 't @ (0"t — ¢) &
r+ @kD" l.‘ @ktp

The DW rule makes a claim of equivalence between two different ways of
addressing worlds/states at a certain distance of the current world. Unlike
the previous two generalized theorems, this one does not use induction in its
proof, instead it relies on the generalized Paste Rule'? and generalized
bridge.

The proof consists of two parts, first in one direction, and then the other.
However, the latter is little more than the reverse of the first.

= =
given given
FF 60" — ¢) & FHo,0" | dup -
TFo.0% —aw - T,G.0"iF @ |, Oy TR,
T,8,0"i F Oup =k T,8,0"iF 9@,

T,0.07F 0.0 ooy T,0.07iF Gup
T,0,07F 0 L G VB TF8,0Ti ~@up o
TFe,0" [, 9,y IR TF@(OTi~y)

4.3 Frames

One of the motivations behind developing hybrid logic is the greater number
of frame properties one can define in it; at the same time it is desirable not
to lose any important results attained in modal logic. In [18] it is shown that
in H(Q@) the completeness result for extensions with pure axioms cannot be
combined with completeness result for Sahlqvist axioms [16, 12, 10].

For H(@, ) the story is different. In this section the correspondence
between a number of pure and modal axioms will be shown (the third is
most notable, because it includes the countérexample for H(@) used in [18]).
For Sahlqvist axioms in general the correspondence with hybrid formalas is
shown in the next chapter. However, the proof method used there deviates
quite a bit from the beaten path.

4.3.1 Reflexivity

The first frame class we will look at is the reflexive class (Ch. 1.3). In a
reflexive framne each world has a connection back to itself. In modal logic
we have the axiom Op — ¢ to characterize this class. There are a number
of simple axioms in hybrid logic that serve the same purpose, the usual two
are i — Oi or @; 01 (which are easily shown equivalent with the AIM rule).

Demonstrating the equivalence is split into two parts, first from modal
to hybrid and then back. The first case often (but by no means always)
comes down to a proper instantiation of the modal axiom and possibly using
contraposition or a bit of propositional magic. This is the case here; to get
from Op — ¢ to 1 — Oi, we simply instantiate p with —i and contrapose
the result.

BpRT : I'Q,0"jF @0 < TI'F@;0"¢ provided j & frnom(I', p) U {i}
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The other direction, - @;0i = I Oy — ¢ is more involved:

Bridge { with i ¢ nom(yp) }

01,0~y F 0,~
Ol we b D

i, 9k Op given
Q,0i,0,p F 0,00 BNecgTRree +@,0i

= InfCut
S SVv

F 0,0 — 8,00
. Distr®
F O,(p — Oy) vs
Fp—Op

4.3.2 Determinism

Our next example deals with deterministic (or partly functional) frames (Ch.
1.3). The usual modal axiom for characterizing determinism is Oy — Ogp.
Instantiating @ with i gives a hybrid axiom that seems to convey what we
want; but we still need to demonstrate that we can deduce the modal axiom
from the hybrid one.

Rl'i:im"_‘l ¢ Iliom(!)l e
o ] =5 0
08, »F0w o FoiGi o0
P SALELS InfCut
O, 0pF B,p
LT e
0,01, 8,00 F Qp PRW
0, 0p 9.0y y
F 8,09 — 8,0p 0 |
@, (O ~— Distr.
F @ (Op — Oy -
L SfBv — Dol

k Oy I

However, aside from the obvious choice of hybrid axiom, there is also
one more reminiscent of the underlying first-order logic frame condition
(V2VyV:(Rzy A R;:) — y = z), namely the hybrid axiom Oi A Oj — @yj.
Proving that it is equivalent to Op — Oy and Oi — Oi will require a bit
more work, because a simple instantiation will not suffice for either direction.

To keep things simple, we will prove equivalence with the earlier hybrid
axiom, Oi — Oi. This requires less effort than using its modal counterpart
Oy — Oyp; and, seeing as we already know those two are equivalent, either
is fine.

The proof is split in two parts. First we demonstrate that it holds that:
FOIAOj — @ =t Oi — Oi

sy 48
FOIANOQ) — O,
= 7 J— =i DedRev
51,05 F @i
8,01,0,0;F 0,6, e
0,01,0,0;F 6, &
©,01,F 9,0i
F8,0i ~ @01 [ o

F @, (0f — Di
_»k( i
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Next we show that the reverse also holds: + Oi — 0i = F OiAQj — Q)

given
F Oj — Oj Bridge
ST DedRev LG F O InfCut
01,05 F 0,5
FOiAOj — Q,j

4.3.3 The General Axiom

The General Axiom (G) is a generalization of frame axioms, and was found
by Lemmon and Scott(13]. It encompasses many of the common frame
axioms; amongst which the previous two examples. In its modal form the
axiom reads: G: O"0'¢p — 070y, The corresponding frame condition is
Rflu.' A R{uu - BI(R:II A Ri'::)

To dispel the possible illusion that we can always find a hybrid equivalent
by just instantiating ¢ in G appropriately, we will first look at the case
h =i =3 = k = 1, which gives weak directionality. If we replace ¢ with
i or —7 (with contraposition) we get ©0i — 0Oi in both cases. While at
first this might seem reasonable, it does not actually correspond with weak
directionality.

The easiest way to demonstrate this is to give a frame where one is true,
but the other is not. In figure 4.1 we see just this, ©0¢ — OO1 is true in the
frame underlying the model (O0i is true nowhere), but the frame is clearly
not weakly directional.

Figure 4.1, A counterexample to ¢0i — 001 as hybrid
axiom for the property weakly directional.

Fortunately, the other approach, looking to the first-order frame condi-
tion, does help us find a hybrid formula. It leads us to the hybrid axiom
Ohv A OFu - @, 0% |, @,0'z. In general the | cannot be eliminated from
this formula (it can if i or k are 0, and for certain h, i, j, k in some frames
that have additional frame properties). This means that in general there is
not a hybrid correspondent in H(@), but there is in H(Q, |).

As before, the proof falls into two parts. Our first step we will be to
demonstrate that we can deduce the modal axiom from the hybrid one, i.e.
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FOluA Oty —» @,0F |, @,0'z = - OOp — OCy. For brevity’s sake a
number of steps have been joined together.

Bridge {z ¢ nom(p)}
O'z2,0% 1 9, ¢

_ e SNeceo,
0,0',0,0'% F 9,p faree

. < SNec,
[: 9.0°2,1: 8.0l 8% g Nae
le gvolz.ovD‘W Fy SN&:S.)
given o | 0,0z, D‘QVUTV" Ste B Kt
’ Ay — Q,0F ‘ S ‘z,0,0' i s
FOundhy + 0.0t 1. 8.0 | o 1: 8,072,000V 0% gnecq; Agree

Oy, 0Mv - 0,0% |, 0.0'z a,0* |, 0,0°2,0,0%F 0,0%
Oy, 0y, 0,0% F 8, 0%

6,094,0.0%1,0,0' F 0,0%
9,0%v,0,0'pF 6,000%y

Q,0"y,0,-0°0% F a,-0'

6,-0’'0%p a,0" -0'
-0t p - Oh -0

F ~D¥O%p — O*-O'p
F o"O'y — POty

Next we consider + OOp — OOp = HJu A oty — @,0F |, @,0'x,

the reverse of the last step; fortunately this is a lot less involved. One detail

that warrants mention is the use of generalized Bounded Generaliza-
tion '*, which has not been introduced before now.

InfCut
SNeco {fresh w}, Agree
PR*

cp

R*

vs®

cp

given Bridge*
BG* +o*c¥ |, 6,0z -~ D'0" |, 6.0z DedR Oy, 6,0" |, 6,0~z F 0" |, 6,0z
viO'], 6,0' oo’ |, 0.0'zF D'O* |, 6,0 T odu, 00" |, 0,0'2F @,0" |, 0.0'z

InfCut

_— A)
o"vF O"0' |, 6,0z Shec 7y, 0" P |, 6,0z F 0,0* |, 0,0
[nfCut

0%y, v 0,0" |, 0,0'c
FOlyA Oty ~0,0" |, 6,0z

4.4 Examples of infinitary proofs

We end this chapter with a number of proof examples that involve infinite
sequents, finally making use of the infinitary part in infinitary hybrid logic.
Each of the three examples involves an infinitary axiom sequent taken from
chapter 5 of [11].

4.4.1

One very simple example of a proof in infinitary hybrid logic is to show that
there are cycles in a reflexive frame. In formal notation, we wish to show
that: H.(@,])+i — Ci = AS3:{-@;0%|n€NAn>1}F L

axiom
Fi—Oi prop
rooi P weB6TL
~8,0iF L - ut

{-O0"ilneNAnR>1}F L

HBGt : - @;0% |; @,0%; (or, as in this case, by implicit use of AIM and DedRev,
ik 0% |; @0%5)
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4.4.2

A slightly more difficult infinitary proof involves demonstrating that reach-
ability (excluding steps of size zero) implies seriality; i.e. we have that
H.(@,]) + AS2Y : {-@;0*jlke NAk> 1} F L =+ OT

‘Taut
1+ {0"~jln € N}

— =8N
OLF O{0"jjn € N} :;"
QOLFO,0{0 ~jmeN 0
@01 F {80 jfk e NAK > 1} given
@,0LF {-9,0%jk e NAk > 1} {-9,0%jlke NAk 2 1}F L
=0 InfCut
801FL
F ~9;01
F 38,07
¢ B;0T iNeq
ot Neme

4.4.3

The last example is in quite a different class than the earlier two, and
requires quite a bit more creativity. The goal here is to prove that the
Léb formula follows from the bounded chain condition under transitivity;
Ho(Q@, )+ AS4: {O"Tln € N} L + 00i — Oi =+ O(0p — ¢) — Op

It should be possible to prove this because it is known that the Lob
formula characterizes transitive, converse well-founded framnes; and BCC is
a stronger condition than converse well-foundedness.

We start with a bold claim on which the rest of our proof hinges. Note
that the premise of the sequent is the negation of the L6b formula; so in the
end we want to show that the conclusion of the sequent leads to a contra-
diction with the rest of the logic (notably AS4).

Claim 1: O(Op — ¢), O—~¢ F O¥(Oyp — ) AO¥—~p A {OTli € [0..k]} for
all k e Nt

To prove this claim we will need to employ induction. The base case is
quite simple; it follows from conjoining various propositional tautologies

Base case:

Taut
1ky
——————— SN
Taut O1FOp cpecu Taut
O(0p — ), O~ F O(0p — P) A O~p O~ kOT =t

- con

O0(0p — ), 0~ FO0(0p = P)ACATAOT

The induction step is not much different; first, we show how to make
a single step from case k — 1 to k, and then apply this to the induction
hypothesis.
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Induction step: (k > 1)
The induction hypothesis we assume in tl_lis induction is the following:
0(0¢ — @), O~k 07 (Op - P)AOI~pA{O'Tli € [0.4]} forall 0 < j < k

Taut Taut
0p,(Op = @) F ¢ .
r gy —— SNecl ™" SNecl!
o*p,0* F O Ty
frame transitivity - D*'(Op —~ p) F O~
100 — ¢ =1 N con
~oF OY0p — ) A O~ A OFT
€ [0k — 1]} F OOy —

induction hypothesis
o — @), O~ WOy —
(D - W (=l [0..k]

Therefore, having proved claim 1, we have in particular (by weakening the
conclusion) that O(0p — @), O~ F {OT[i € [0..k]} for all k € N*, and
thus O(Oyp — @), O-p F {O"T|n € N}. With this we can finish our proof.

Claim1 AS4

D(0p — ), O~ F {< € N} < € N} |
{ } InfCut
=

Ded®

F O{(0@ — ) — Op




5 Sahlqvist formulas in H(Q,|)

An important class of formulas in modal logics is the class of the Sahlqvist
formulas [5, 16]. Sahlqvist formulas follow a particular structure which
translates to important correspondence results. Importantly, 1) a Sahlqvist
formula is canonical {in the sense that it characterizes a framne class), 2) the
class of frames corresponding to a Sahlgvist formula is first-order definable,
and 3) the corresponding framne condition can be effectively computed from
a given Sahlqvist formula.

Because Sahlqvist forinulas are canonical, and encompass many formu-
las of interest, they can be useful for deternining completeness results.
For example, if the basic modal system K is extended with only Sahlqvist
axioms, the resulting logic will always be complete.

In (18] it is shown that combining the completeness result for pure
formulas in H(@) and the completeness result for Sahlqvist formulas is
problematic: we are not guaranteed completeness if we extend a system
with both types of axioms. When our hybrid language also includes the
|-operator, however, it is a different story. It will be shown that in H(@,])
every Sahlqvist formula is provably equivalent to a pure formula, and there-
fore we retain completeness when a systemn is extended with both types of
axioms.

This result applies to every hybrid logic based on the same semantics
for @ and |, as long as the completeness result for pure formulas applies to
it. So in particular it also applies to the infinitary hybrid logic discussed. in
chapter 3.

This section aims to outline how Sahlqvist formulas correspond with pure
formulas in H(@,]), and conversely what structure we may expect from a
pure formula which can be translated to a Sahlqvist formula. The latter
turns out to to be closely tied to Kracht formulas [5, 12].

5.1 Sahlqvist formulas

The full breadth of the work surrounding Sahlqvist formulas is too much to
cover here. I will limit myself to the structure of Sahlqvist formulas, and
briefly outline how to translate one to a (local) first-order correspondent.
Why the structure of the Sahlqvist fragment is the way it is, and why the
translation works will be left open (but see in particular [5] and its preceding
section).

The structure of Sahlqvist formulas is best given as a grammar in Backus-
Naur form '*:

15Unfortunately none of the accessible resources seem to agree with me on that count,
and prefer to give an informal account in words only.
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positive formula ::= T | L | p; |
— negative_formula |
O positive_formula |
O positive_formula |
positive formula A positive_formula |
positive formula V positive_formula |
negative_formula — positive_formula
negative formula ::= T | L |
— positive_formula |
O negative_formula |
O negative_formula |
negative_formula A negative_formula |
negative_formula V negative formula |
positive formula — negative_formula
boxed_atom ::= p | O boxed.atom
Sahlqvist_antecedent ::= boxed.atom |
negative formula |
O Sahlqvist_antecedent |
Sahlqvist_antecedent A Sahlqvist_antecedent |
Sahlqvist.antecedent V Sahlqvist._antecedent
Sahlqvist_implication ::= Sahlqvist.antecedent — positive_formula
Sahlqvist_formula ::= Sahlqvist._implication |

O Sahlqvist_formula |

Sahlqvist_formula A Sahlqvist_formula |

Sahlqvist_formula V Sahlqvist_formula {when there
are no shared variables}

To simplify the notation of first-order and second-order formulas, we will
be using the notion of restricted quantifiers. Restricted quantifiers have the
form V. and 3,5, and are defined in the following way:

Vios(2,3) < Vy(Rey — o(z,y)) and

sl y) E Fy(Rey A p(,9))
Restricted quantifiers correspond directly to the modal operators in the
modal language.

In various places V' and 3" are used to denote a restricted quantifier
without specifying what variable is restricting it, and Q" is used when in
addition the type of quantifier is left unspecified.

The first step in finding a local first-order correspondent for a Sahlqvist
formula is to reduce the problem to finding the correspondents of a (number
of) Sahlqgvist implications. To do this we use three rules that split the
formula along the lines it is built up:.
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o If @ is a Sahlqvist formula corresponding to a first-order frame condi-
tion a(x) then Yyo:aly/z] is the correspondent of the formula Oy

o If ¢ corresponds to a and ¥ to 8 then @ A ¥ has the correspondent
ang

o If ¢ corresponds to a and ¥ to 3, and furthermore ¢ and ¥ have no
variables in common , then o V 3 corresponds with a V 3

What we are now left with is the task of finding correspondents for a number
of Sahlqvist iinplications.

The second step is to translate the Sahlqvist implications to second-order
formulas. Recall that a Sahlqvist implication has the form ¢ — 3, where @
is a Sahlqvist antecedent and ¥ is a positive formula. The main translation
is defined as follow:

ST:(~p) = ~ST:(y)

ST:(p@v) = STz(p) ® ST:(y) where @ € {AnV,— e}

ST:(Op) = 3oz STy ()

ST:(Op) = Yoz STy (p)

ST:(p:) = Pi(x)
We now get a second-order formula VP, ... VP, (ST, (p) — POS), where
POS is the translation of the positive forinula ¥, and there is a predicate

P; for each propositional variable pi. (In the rest of the section quantifier
sequences like VP, ... VP, will often be abbreviated as VP.)

Next we deal with the translation of the Sahlgvist antecedent (ST%,(¥))-
Recall that a Sahlqvist antecedent is built up from negative formulas and
boxed atoms by applying conjunction, disjunction and diamonds. The goal
now is to remove the diamonds and the disjunctions.

We can pull out the diamonds using the equivalences

(F zia(z:) A B) — Fzi(a(z:) AB) and
(3 zia(z:) — B) & YV zi(al(z:) — B)
And at the same tiine, as we come across them, we can split up disjunctions'®
using
((avB) —y) = a—=7A(B—17) and
VPY Z(a A B) — (YPY z.a AVYPY Z.0)
We end up with a conjunction of formulas VPV Z(BOX-AT A NEG — POS)
where BOX-AT is a conjunction of boxed atoms and NEG is a conjunction of
(translations of) negative formulas. We can then bring NEG to the other
side of the implication where it joins POS as a positive formula. This yields
VPY"Z(BOX-AT — POS V —NEG).

16pisjunctions of negative formulas do not have to be split, because such a disjunction
is itself a negative formula.
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Here all our work comes to fruition. We get to eliminate the predicates
P;, which will leave us with the first-order formula that has been our goal. To
eliminate the predicates we need to find the appropriate instances. First we
can look at any predicates which only occur in the consequent (POSV ~NEG).
For these we substitute o(P) = \u.u # u.

The rest of the instances will be read off from BOX-AT. We need the
minimal instances that will make the antecedent true. We take the set of
(translations of) boxed atoms from BOX-AT in which P; occurs, which have
either the form Pi(z;) or Vyonz, Pi(y). In the first case we add u = x;
and in the second R;,,, and so the complete substitution will look like
o(P)=Au(u=z;V...Vu=z, VR, V...V RZ.)

After applying these substitutions we have our first-order formula and
all that is left is to simplify it as desired.

5.2 Kracht formulas

In the previous section we defined the class of Sahlqvist formulas and laid out
an algorithm that would yield their local first-order correspondent. In this
section we will look at the other direction. We define a class of first-order
formulas, the Kracht formulas, and give an algorithm that provides their
modal correspondent. It should not come as a surprise that there is more to
it than just this similarity; the modal correspondent of a Kracht formula is a
Sahlqvist formula, and the first-order correspondent to a Sahlqvist formula
is a Kracht formula.

Kracht formulas are first-order formulas that are built up from the atomic
formulas u # u, u = u, T = y and Rz, using the connectives A, V and the
restricted quantifiers V., 34z Furthermore, all atomic formulas other
than u # u and u = u should contain at least one inherently universal vari-
able, i.e. a variable that is either free, or bound by a restricted universal
quantifier that does not lie within the scope of an existential quantifier.

The first step in finding a modal correspondent to our Kracht formula
is rewriting it to a normal form. For this we define type 1 formulas, which
have the form

Vg, YV zuQiyr . o Qriym -B(os . - -, Tny Y1y - - ym)  (With n,m > 0)

Each bound variable is restricted by an earlier variable; so every z; is
restricted by an z; such that j < ¢, and every y; is either restricted by
an zx or an y; with j < i. The quantifier-free formula 3 is a disjunctive
normal form built from u = u, u # u, Ryz, u = z and R;,; the only atomic
formulas that are excluded are R, and y = y' (typically Q] is 3" and so
none of the y; are inherently universal, whereas all z, are)

Type 1 formulas form a special subclass of Kracht formula, and impor-
tantly each Kracht formula can be rewritten to a type 1 formula by pulling
quantifiers to the front, using the equivalences:




Qup)Vy— Qu(B8vy) and (Qu.f)Ay+ Qu(BA%y)
Where u ¢ var(y).

It is, however, important to be careful about choosing the order in which
the quantifiers are pulled out. If, for example, we take the Kracht formula
V1,020 Y220z, (L1 z2) A 3y,020(To = w1), then it can be rewritten in two
ways: either to V; 020 V2,02, (T1 = T2) A 3y 020(To = y1)], or otherwise to
Jy10z0[To = Y1AVz,b20Vza02, (X1 = z2)], unfortunately the latter is no longer
a Kracht formula. To avoid this problem from occurring you have to pull
out only universal quantifiers until you have ascertained each atomic formula
(other than u = u and u # u) contains an inherently universal variable; that
is, either xg or a variable that is bound by one of the universal quantifiers
you have just pulled out.

Once all restricted quantifiers have been pulled to the front, we have
a formula of the form V'z; ...V z,Qiy1 ... Qnym-a(To, ..., Tn, Y1, -,Ym)
where a is built from atomic formulas using V and A. All that is now needed
to turn this into a type 1 formula is rewriting « into disjunctive normal form.

After having obtained the type 1 formula we ¢an proceed with the next
step, turning our first-order formula into a second-order formula from which
we can ultimately read off the the modal formula which corresponds to our
type 1 formula. As before we will work toward a special class of formulas;
in this case type 2 formulas, which have the form:

vPvQv'E| A STi(o:) — B

0<i<n

Here o; is a conjunction of boxed atoms in p, and ¢; and 3 is a DNF
of formulas ST:(yp) where p is a modal formula positive in each p;, g;.
Essentially it is a type we have encountered before, in the translation of
Sahlqvist formulas, where o; is BOX-AT and 3 is POS. Once we have a type 2
formula, we can almost proceed opposite to what we did with the Sahlqvist
formulas.

To get from type 1 to type 2 we use the following intermediary step; we
have that a type 1 formula V"£Q"§.3 is equivalent to

VPVQV" & ( /\ ST:.(pi AOg:) —» Q4.5

0<i<n

Where 3’ is obtained by replacing the atomic formulas in 3 in. the following
way:
u=u— ST, (T) u#u— ST,(L) u=1x; — STy (pi)
R £ STu(opl) R qiu T STu(qJ
There is some choice here about which substitution to use if we have R, .;
or r; = zj, and we only need to introduce p;s and gjs if they actually occur

in 3.
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The only thing needed to get from here to a type 2 formula is eliminating
the quantifiers from Q3.3 . This is done by repeatedly distributing the last
quantifier in the sequence over 3'; if it is an existential quantifier, we first
write 3 in DNF and then we can use

woe |V A\ STulpw) | ~ V | ST.(0 Aesd A N STu(#u)
k<K I<L, k<K I<Ly I<Ly
Url=Vs ukl#yi

In the case of universal quantifiers we write B in CNF and then use a similar
equivalence where each operator is switched with its dual.

All that is left is to turn the type 2 formula into a Sahlqvist formula.
The easiest approach is to first rewrite

VPVQV':::( N\ ST:(e) —B] to VPVQ—B':::( M ST (al) A -a)

0<i<n 0<isn

Next we rewrite A STz, (;) A =3 to a DNF, and distribute the existential
quantifiers over it as we did before. We end up with VPVQ—ST:O(\/ ).
Each ax is a Sahlqvist antecedent (consisting of BOX-AT parts from the o:s
and NEG parts from —g3), and thus so is the conjunction of them. Finally

we remove the negation, so as to get a the second-order translation of a
Sahlgvist formula, VPYQST;,(\ ax — L), from which, at last, we read off
the desired Sahlqvist formula: \/ o — L.

5.3 Pure formulas

In the previous two sections we have seen how to obtain a Kracht formula
from a Sahlqvist formula, and, vice versa, how to obtain a Sahlqvist formula
from a Kracht formula. In this section the spotlight will be on the corre-
sponding fragment of pure hybrid formulas.

In light of the previous sections this problem has become somewhat
trivial. We can branch off from the Sahlqvist-Kracht transformation cycle
(see figure 5.1) at the point where we have type 1 formulas and define a
(reversible) translation to hybrid formulas.

The translation from type 1 formulas to pure formulas can be done as follows:

T(vyb“:w) @IDk ly T(ﬁP)

T(ayb“:w) @Iok lv T(ﬁP)

T(e®¥) =T(p) ®T(¥) for ® € {A,V,—, =}

T(z=y) =@y

T(Rzy‘ 'xr VY

Tu=u)=T

Tu#u)=1
It should be obvious that there is a straightforward reverse translation as
well.




Second Order Formul

/ First Order Formuta
Sahiqvist Formula 1

Kracht Formula

Type 2 Formula

\ Type 1 Formul

\ Pure Hybrid Formula

Figure 5.1, a schematic representation of the transiation
steps between Sahlqvist, Kracht and bound pure (hybrid)
formulas.

Because of this one-to-one translation we can very easily characterize a
fragment of hybrid logic that corresponds to Sahlqgvist formulas. We simply
take the translation of type 1 formulas; and so our hybrid Sahlqvist fragment
looks like @70z, ... @, Oz, @urOly, ...@y Oy, ¢ where O is either
O or O, and each z} is an z; with j < ¢ and each y] is an x« or some y;
with j < i, and finally ¢ is a DNF of L, T, @.y, @,0y, @,0z.

Just as there were in the case of Sahlgvist and Kracht formulas, there are
formulas outside this fragment that are equivalent to one in the fragment.
For example, we can consider the equivalences

Q.00 @0q ¥ & Q.04 Q.0 ¥ (with b+#£ C)
and

@, 0% | @0° | 9 - @,0°0" | ¢ (provided b does not occur in ),
where in both cases v is built from formulas of the form L, T and @, x using
any connective. Aside from those equivalences, there is also a rewriting rule
that bears mentioning,

FF@,0;Gd < I'F@,0b— @, .

So, for example, if we have a formula in this hybrid Sahlgvist fragment, we
can pull out every @IOD" l2,” to the front as & ‘OFz; —', which is a useful
way to eliminate ‘|’s,

5.4 Example

We will now apply the methods from the previous three sections to an
example. The example we will use is that of a inodal formula characterizing
weakly connected frames (in which any two worlds accessible from a given
world are either identical, connected or both). The common axiom we find
for weak connectedness is O(@ A Oy — ¢) V O(¥ A Oy — @), the first thing
we may notice is that this is not in fact a Sahlqvist formula. Fortunately,
it is equivalent to one, and a little rewriting yields the equivalent Sahlgvist
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formula O(p AOp A q) — O(gV OqV p).

Our first goal will be to derive the first-order frame condition which
corresponds to the Sahlqvist axiom. We start with

O(pAOpAgq) —DO(qV OqVp)
And translate this to the corresponding second-order formula

VPYQ (3yoz [P(y) A Vuoy P(w) A Qy)] — V20z[Q(2) V 30e.Q(v) V P(2))])
Then we pull out the existential quantifier(s) from the antecedent

VPYQV oz ([P(y) A Yoy P(w) A Qy)] = V202 [Q(2) V 3us:Q(v) V P(2)))
With only boxed atoms left in the antecedent, we now first determine the

minimal instantiations for the predicates, o(P) = Au.(u = y V R,,) and
o{Q) = Au.(u = y), and then apply these substitutions.

VPYQVyozVooz(z2 =y V I (v=y) Vz=yV R,.:)
Which finally simplifies to
VyDIVw:(Z =yV Rlu v Rlll)

Next we translate this result to a hybrid formula.
As it happens V.. V.o.(2 = y V R;y V Ry.) is already a type 1 formula so
all that is needed is applying the translation. We get

Q.,0],@.0|,{(Q,yv@,0yv@,0z), or OyAOz — (@Q,yv@,Oyva@,©2),
which is equivalent

The translation back to a Sahlqvist formula takes a bit more work, even
though we are fortunate enough that V,.;V...(z = yV R., V R,.), our
starting formula, is already a type 1 formula. Asy and z are both inherently
universal we have a choice as how to translate R,. and R.,.

If we use z =y — ST.(p), R,. — ST:(q) and R., — ST,(Op) we get

VPYQ Y4z Vo2 (ST, (p A Og) — ST (p) V ST:(Op) V ST:(q))
Next, we can simplify the consequent.

VPYQ VioaVarz (STy(p A Og) — ST:(pV OpV g))
Now we bring in the quantifiers.

VPYQ Vy o 2(ST,(p A Og) — V2> zST.(pV OpV g))
VPYQ 34:STy(p A Og) > V2 ST (pV Op V q)

And then we do the reverse translation for the quantifiers,
VPYQ ST, O(pAOgq) — ST:O(pV Op V q)

Simplify,
VPVYQ ST.[O(pAOq) — O(pV OpV q)]

And finally, we go from second-order formula to modal, and we get
O(pADOq) »O(pVOpVyq)
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Note that this is not the Sahlqvist formula we started off with. When
we translate a Sahlqvist formula to a Kracht formula and back, we are only
guaranteed to get an equivalent Sahlgvist formula {and the same is true if
we go from Kracht to Sahlqvist and back).

5.5 Concluding remarks

Especially in the case of automated theorem proving there are advantages
to working with only hybrid axioms; the ability to translate a large class of
modal axioms to hybrid form is therefore a valuable one. Moreover, as the
process can be automated, it is possible to integrate it into a prover system.
Unfortunately, it does not apply to all modal axioms, but only to those in
Sahlqvist form.
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6 A short introduction to semantic tableaux

One of the most popular proof procedures used for automated theorem
proving in modal logics is the method of semantic tableaux. The method
aims to prove theorems by refutation: given a formula it will engage in a
systematic search to find a counter-model that would satisfy the negation
of the formula. If an exhaustive search does not yield a counter-model this
is taken to mean there is not one, and therefore the theorem must be true.
However, this conclusion depends on the rules of the tableau forming a sound
and complete proof system (i.e. only valid theorems can be proven, and all
valid theorems can be proven).

A tableau calculus typically consists of a set of rules that break down
formulas into their constituent parts. This means that each node in the
tableau proof tree will contain a set that consists of subformulas of previous
nodes. In other words tableaux usually conform to the subformula property
to some extent, which greatly helps in limiting the search space.

When we want to prove a theorem, we start the proof tree with the
singleton set containing the negation of the theorem. So if we want to
show ¢ holds we have {—y} as our root. From there on we continually
apply the tableau rules until there is no longer any rule that applies (with a
preference for applying the closing rule, to ptevent unnecessary work). Then
we examine whether all branclies of the tableau are closed; if this is not the
case then we have a counter-model.

6.1 An example: propositional logic

To get a feel for the tableau method, we will first have a look at how the
tableau method might be applied to propositional logic. The set of tableau
rules we need can be quite short. Taking into account that we can either
normalize a formula at the start, or use propositional rewriting rules as we
go (to eliminate — and <, and distribute - over connectives), the following
set of three rules suffices:

FonAw Fevy I, ¢

T,ov Fe|lv closed -

These rules strictly satisfy the subformula property, so we can now
examine any propositional formula and determine whether it is a tauto-
logy or not in a finite number of steps. Each tableau rule either reduces the
number of connectives (V, A), of which there are finitely many, or it closes
a branch. So any path from the root to a leaf will have at most as many
tableau rules applied as there are connectives. Nevertheless, in the worst
case the total number of nodes can still be exponential in the depth of the
tree, due to branching.
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Example 6.1

A closing tableau for the theorem
¢ — (Y —@AY). There is no
counter-model, therefore the for-
mula is a tautology.

fp = (v = ¢) ~ ¥l
eAB =) ~¥)
polv—~9) =¥
i»(w_"_o_)/\_"l’
@b = @Y

e Y Ve, Y
@0, Y, Y 0,9, ¥

prop
17
prop

prop

(20 4 [

prop

Example 6.2
An open tableau for the formula
p—=((y—p)—¥). A coun
terexample is formed when ¢ and
-y both hold.

In example 6.1 we can see.the tableau method at work. The use of propo-
sitional rewriting is abbreviated with prop. To prove ¢ — (¥ — @ A Y)) we
start by taking the negation, ~(¢ — (¥ — ¢ A ¥)), and then rewrite it to
change the main connective to one our rules can deal with. This gives us
@ A =(¥ — ¢ A ), which we can split using rule [] into {p,~(¥ — @AY}
To apply the next tableau rule, we once again need to rewrite one of the
formulas in the set, we then get {@,¥ A (¢ A¥)}. Now we can use [
again, and split ¥ A —(@ A %), this yields {¢, ¥, (g A¥)}. A last rewrite
results in {g, ¥, ~¢ V =¥ }; and using [v] the tableau branches, giving us two
sets, {, ¥, ~p} and {p, ¥, ¥}, both of which are closed by [id].

Example 6.2, which examines the formula ¢ — ((¥ — ) — ¥), follows
much the same road, except in the end we are left with the set {y, ¥}
in both branches. Neither of the formulas in the set can be broken down
any further, so it must constitute a counterexample. And indeed, applying
the assignments V(p) =T and V() = L in our starting formula we get
T — ((L — T) — L) which simplifies to L, which confirms that we have
found a counter-model.

6.2 Tableaux and sequent calculus

Up to now we have had the tableau method operate on a single set of
formulas, but we can also split this into two sets, a positive set (of formulas
we want to satisfy) and a negative set (of formulas we try not to satisfy).
When there is an overlap between these sets it means there is a formula we
do and do not want satisfied at the same time, which of course cannot be
realized. and therefore no counter-model can be constructed. So this will be
the new closing condition for branches in the tableau.

In essence the change is quite superficial, but it has a few advantages.
One of these is that we can now deal with negative forinulas in a neat way;
we can remove a negation by transferring the formula to the other set. But
the main advantage is notational: there is now a strong connection with
sequent calculus'”. We can interpret the nodes of a tableau, and the proof

17 A result so well-known, I cannot find a reference where it is not assumed well-known.
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as a whole, in terms of sequents rather than loose sets of formulas. If we
take I' as the conjunction of the positive set and A as the disjunction of
the negative set, then we can think of ' F A as a sequentw. If ' holds,
then A holds. And reading the tableau proof upside down, we have a valid
deductive proof in sequent calculus.

The change has a number of consequences for our rule set. First, because
we have two sets to work with, we generally have separate rules for both
kinds of sets, ‘left’ rules and ‘right’ rules.

T “Tova B
% (LA} T% -
Ll gy

We have also gained rules to handle negation, again in a ‘right’ and ‘left’
variety. And we have a different rule for closing a branch, which looks at
both sets.

In the next chapter we will extend the tableau method in this second
representation to hybrid logic, and introduce rules for handling modal and
hybrid operators.

8Note that this deviates from the interpretation in the first part of the paper! There
FFAwasreadasTHypforall g € A, ie. a conjunction.
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7 Tableaux for hybrid logic

After the small introduction of the previous chapter, we now go to work on
the actual tableau system for our hybrid logic. It will be largely based on
the tableau system in [6], but there will be some differences. Continuing
the line of thought of previous chapter, we will use the sequent tableau
representation. Moreover, a number of rules will be altered to make their
automated use more convenient.

7.1 Propositional rules

Starting where we left off in the previous chapter, we first make two minor
adaptions to the rule set that deals with propositional operators. We add
two pairs of rules to break up formulas with — and < as main operator,
such that we do not implicitly need to use rewriting rules to handle them.
And in addition each formula in the tableau will be grounded in a named
world, which is achieved by prepending the starting formulas with @; (where
i is a fresh nominal).

Proposi_tional rules k-l ;
L-G.pka TF-0,0,8
TF@,p,A T a,poFA
e, (pve)ka FFO.(pve)a
l T,@.pFA|T,0,9F A TFO,p,0,¢,A
r,a.prv)k 4 o enry)d
[,0,0,0,9F A TF9,5,A[TFO,y. 4
[,e.(p—y)FAa FHo.(p—v).8
I TF@,5,A|T,0,¢F A T,0.9F Q.¥,A '
 LGp~yta I'E@.(p < ¥),A -
T,0,0,@,yFA|TF@,0,0,9,A T,a,pF0,9,A|T,0,9F Q,0,8 "
Le.phaoy
closed i)

7.2 Modal rules

Extending the tableau system to hybrid logic requires the introduction of
new kinds of rules to deal with its various aspects. We start with the modal
operators, ¢ and O.

The basic method here is to break down formulas to onés of the form
@;j, @;p and @;Oj by giving (individually) accessible worlds names. If we
have a © on the left side (or equivalently a O on the right side) this is
quite simple: give the world it leads to a (new) name, splitting @;Cy into
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@;07 and @;p. Because @; Oy can be reconstructed from @;Oj and @;p
we can replace it and avoid redundancy. We will see later on how these rules
correspond with the theory from the first part of the paper.

If we have a O on the left side (or equivalently a © on the right side) it is
more difficult because we do not know how many worlds there are (if any).
So in this case we take the set of all worlds we do know are accessible, and
if we have @;Oyp then for each 7 such that @; 05 we have @;p. However, it
is always possible that we may later find a new @; Ok, so we cannot throw
away @;0yp without (possibly) losing information.

Modal rules

r,a,0¢0FA » ,0,0tF Q,00,A -
T,0,01,0,5F & 0 TF@p,a RO
r,@,00,@,0t+ A ['+@,0p,4

Topra ' T.8,0tF 0,5

If we read [RO] and [Lo] from bottom to top, we see these proof steps are
equivalent to an application of the Paste Rule (note that the ¢ introduced
by the tableau rule is a fresh nominal, so the conditions for applying PR
are met). And reading [LO] and [Ro| upside down, they turn out to be an
application of bridge.

7.3 @ rules

Next we consider the @ operator. The general strategy here is to eliminate
them as much as possible, by reducing sequences of @s to a single one, ang
by removing formulas of the form @,t that occur on the right side.

Q@ rules
,@.@pk A T'F@,0p,A
T,GepF A ILAwel TF O, A R Aeree
r,0.5FA T+A,a,s r,aFA
Tr AT - 5 closed ! Tii/a - Aj/s) “ s

The first two rules are exactly what they seem, the tableau equivalents of
Agree. With the next two we have a significant divergence from [6]. First
we have a different take on [L ref]. Because we know @,s is true for any s,
there is no need to explicitly keep the formula around. However, we need
to complement this choice with the addition of a second closing rule: [T].

The last rule in the box ‘@ rules’, [L sub), takes the place of two rules used
in [6] ( [L nom] and [L bridge]), and functions as a more general substitution
rule. Again this allows us to throw out formulas without losing important
information.
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7.4 | rules

The | is the last operator we need to construct rules for. Again our goal is
to try and eliminate it as much as possible.

{ rules

Lo.luekba rka. lup,a o
Fa.ps/wFa M Tra.gsm,a °%m™

These rules correspond to DA (via Ded and AIM). The nature of these
rules is somewhat deceptive. The rules suggest we can simply eliminate |;
however, it does not work in every situation. The modal operators throw a
spanner in the works. As we saw there, certain formulas cannot be broken
down into subforinulas. If those subformulas contain the | it means we
cannot eliminate them either. When this is the case we may run the risk of
getting trapped in loops, trying to build infinite counter-models.

In some cases this is avoidable. If we examine e.g. @,0t - Q,0 [, @,0k
with the tableau systemn, then the naive application of rules would generate
more and more ‘new’ worlds. However, some of those can be unified: they
are not necessarily new. So in this case we can avoid looping by checking
whether worlds can be unified, or by using a model checker to see if the
partial counter-model suffices as it is.

However, an infinite counter-model becomes unavoidable with sequents
such as @,0T,@,00T,@,00 |,@,0t,@,0|,00],@,0ut @,0],0t, (see
figure 7.1). Although, evidently, it may still be found in some cases.

Figure 7.1, When the tableau system is used to examine
the sequent @,0T,@,00T,@,00 |,@,0t,@,0 |, 00},
@,0u - @,0},0t, it will proceed to generate every world
in the infinite model above.

The largest problem stems from the fact that in general hybrid logic with
| is undecidable [1] (except under certain conditions). So we may need to
try uncountably many models before ruling out there is a counter-model.

7.5 Axiom introduction

In addition to the basic hybrid logic system, we also want to be able to
cope with (pure) axioms. - For this we need a rule to introduce (instances)
of axioms into the tableau.

rraAa
TF@,pAlT,@

WFA [Ax: @yp F @]

AT




At any given moment there are only a finite number of instances to pick
from, because the number of nominals that are in use is finite. However,
an axiom may give rise to new nominals later on, and so there is again the
risk of getting stuck in a loop. Therefore it is important to choose carefully
which axiom and instance thereof is used.

7.6 Infinitary terms

Infinitary sequents pose the final challenge for our system. Recall that infini-
tary sequents contain a term which is the conjunction of a set of countably
infinitely many formulas. In this last section we will introduce two methods
for handling them.

Our first strategy deals with an infinitary term on the left side of the
sequent. The strategy here it to extract an appropriate instance from the
set.

@.{plk | ke N},TFA
@, pld, @, {pik] | k € N},T'F A {for some a € N}

[Inst]

With an infinitary term on the right side, the procedure is a bit more
complicated. Most likely induction will be needed, but the number of base
cases and induction cases may vary, When just one base and induction case
is necessary the following rule for strong induction can be used:

Tk @a,{pk | keN},A
TF@,p0,A | T,0,{pk |k <n €N} F@,pin, A {if n > 0}

{ind]

The tableau system laid out in this chapter will be the basis for the rest
of the work in this thesis.
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8 Design

“There is no such thing as intelligent design.

In this chapter we will discuss the hopes and dreams for our theorem
prover {(many of which may be cruelly dashed when we arrive at the actual
implementation in the following chapter). Some attention will go to the
input and output, and the representation of data and rules, but the most
important aspect will be the global structure of the theorem prover and the
choices that have to be made there.

8.1 Design goals

Before design can start we should lay out our goals for the theorem prover
and take inventory of various choices and problems we may face.

The main goal is of course to prove theorems of hybrid logic, but we can
be more specific by looking at the various fragments.

The basic hybrid logic with only nominals and @ should not be much of
a problem. This fragment is decidable, although the run-time of a tableau
based algorithm may still be exponential in the length of the formulas. Next
we have the fragment of hybrid logic which also allows |. This one is more
problematic because it is undecidable and therefore it may take arbitrarily
long to find a proof if there is one, and longer still if there is not. Neverthe-
less, we can give it a good shot. Lastly we allow infinitary terms. Now this
is the most unsettling, because we have as many variants here as there are
induction structures. Especially with respect to this last class, the theorem
prover will have to be limited in scope.

The prover will be allowed three acceptable types of output. If it can
find a proof it should return this in a readable format. If a counter-model is
found instead, we should instead be given this. The last case relates to the
intractability of the problem; if the program takes too long to decide either
way, it is allowed to give up.

8.2 Data structures

The normal hybrid formulas can be represented by a simple grammar, but
two more complex types warrant some extra attention. First, we have
parametrized formulas where a modal operator may be repeated a fixed, but
possibly unknown, number of times, e.g. formulas like 0"y and O"+m+5<p.
And next, related to these, are infinitary terms, where we have an enume-
ration of an infinite number of (parametrized) formulas, e.g. {@;0"jin € N}.
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The nodes of the tableau are represented with eight sets of formula:
the main split is between formulas on the left and right side of the turnstile;
then each side is split further into four: simple formulas that cannot be split
up, infinitary terms, composite formulas which may be split up into simple
formulas, and lastly ‘boxed’ formulas which can only be used together with
the other two types and cannot be reduced.

The last class of data we need to represent are the tableau rules. The
rules could be woven into the algorithm, but by keeping the rule base
separate we can more easily modify the behaviour of the prover later on.
Each rule should consist of a number of elements: a name, whether it
operates on left or right formulas, what form of input it applies to and
what the result will be and optionally we could give each rule a priority or
specify a set of conditions in which it can be used (for example, we might
have rules that apply for specific frames). If we give rules priorities we
can also consider allowing these to be changed during the running of the
algorithm.

8.3 Preprocessing

After reading the input, it needs to be preprocessed to be able to use it
effectively. First, we distinguish the axioms, and the theorem we want to
prove. The terms in the theorem will have to be grounded in a world'®
(because each tableau rule only applies to grounded formulas). Next we
can split the terms in the theorem up in several classes; first, according to
whether they occur on the left or right side of the turustile (the ‘+’ in a
sequent), and then, according to how the tableau rules apply to them (can
they be broken down further, and if so can they be replaced by the result).

8.4 Searching for a proof

An important part of the algorithin is the search procedure employed to find
a proof. At each step there are a number of ways a proof might be continued,
depending on which tableau rules apply. One option is to examine each
possible continuation at the same time. One benefit of this is that you
can do as much work as possible in each step, without having to do things
repeatedly. However, there is a large cost when rules split the node, because
you will have to keep them all in memory; in the case of complex theorems
you can easily go beyond the limits of memory.

Another option is iterative deepening search. As in the case of breadth-
first search you will find the shallowest proof first, but without the cost in

19 A formula is ‘grounded in a world i’ if it has the form @;y.

To ground formulas, we choose a nominal  which does not occur in the theorem
and then prefix the ungrounded formulas with @;. This is allowed because of the rules
SNec (Ch. 3.1), and VS (App. A.1.3)
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memory. Instead we have to trade off time: each deeper iteration has to
redo the work of the previous iteration.

When doing an iterative deepening search it makes sense to consider
prioritizing which sub-searchtree to examine first. And as this is determined
by the application of a rule, one way would be to give each rule a score; this
score could even be changed dynamically based on past successes. Up front
we can tell that closing a branch whenever a closing rule applies should have
the priority, because nothing shortens a search like stopping.

8.5 Finalizing the proof

Once we have a proof it generally is not pleasant to look at; e.g. at each
step we have kept all the subformulas of previous steps, where in the end
we need at most two to close a branch. We can trim the fat off the proof by
tracing back from the leaves to the root, and keeping only those subformulas
that are necessary, which will reduce the length of the sequents at each step
of the proof.

In some cases it might be useful to take two nodes together; e.g. the end
node is typically a tautology ¢ I ¢ and together with the next step it might
be the instantiation of an axiom.

In other cases we might want to split a node, to make it explicit that
weakening is used to introduce extra subformulas (which were previously
trimmed away).

Finally before final printing, we can rename the nominals; the automatic
generation may have ¢reated unnecessarily long, weird names, and it would
be preferable to have nominals like 1, 3, k, s,  etc.
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9 Implementation

The theorem prover is implemented as a prolog program using SWI prolog.
It consists of six units, as shown in figure 9.1. The arrows in the picture
represent the interdependence of units. For example, the ‘prover’ unit is the
top-level unit which ties everything together, and the ‘input’ unit is required
by all other units for the representation of formulas. The unit ‘misc’ (for
miscellaneous) is a catch-all for predicates that do not fit well in any of the
other units.

prover

Figure 9.1, The six parts of the prover and their inter-
dependence

The programming code for the prover can be found at the end of the
appendix section of this thesis, and is available upon request by email.

9.1 Input

Not much needs to be said about the ‘input’ unit; mainly two things are
handled here. Firstly, this unit defines a number of unary prefix operators
and binary infix operators to allow a more natural input of sequents that
one wishes to prove. Aside from the normal prolog convention to use terms
like implies(a, b) and not(a), the definition of prefix and infix operators
allows the more natural notation of a => b *° and - a.

Following is a list of acceptable notations using operators:

formula representation(s)

-a not a, ~ a

Oa dia a

Oa box a

aVvb aorb, al\/b

anb aand b, a /\ b

a—b a implies b, a => b

a—b a equals b, a <=> b

Q@;a Q@ i & ag fat i ¢ B

lia 'i:a, bind 1 : a, name i : a, downarrow i : b

The hybrid operators pose a bit of a problem here, because the way they
are normally used cannot be well replicated in SWI prolog. To fix this we

20<.5' might have been preferred as operator but unfortunately it is an operator used
by prolog itself and redefining it causes problems in some cases.
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use a second operator, *:’, to tie the hybrid operator+nominal to the rest of
the formula.

Three further types of formulas cannot be represented with operators,
and can only be written as regular prolog terms:

formula representation(s)
Ofa dia(a, [8])
grtk+m, box(a, [k,m,n])

{aln,k € N} forall(a, [k,n)), set(a, [k,n])
It should be noted that the order in which the parameter list is given does
not really matter, as it will be sorted in preprocessing (any numbers will be
summed together and made the first element).

The second part of the ‘input’ unit defines predicates to govern the
standardization of the input. This is necessary because as seen above a
number of alternative input notations is allowed for some formulas, and
therefore the input needs to be converted to a common internal format.

9.2 Printing

When we have found a proof, we next want a way to print it in a legible
manner; to accomplish this we make use of the typesetting system IATEX.
The bussproofs package is used to allow the creation of sequent-style proof
trees. The proof tree from the tableau prover is converted step-by-step into
I¥1X commands and written to a temporary file. Once this translation is
finished the temporary file is compiled and a pdf viewer is called to show
the result.

9.3 Model checking

The model checker incorporated in the system is very rudimentary and only
serves to pick out the most common counter-models. It works by taking
the formulas of the form @;0j from the left side of the node and using
them to construct a candidate model, built from the perspective of a root
world (which is the world used to ground formulas in the theorem). It then
proceeds to test whether the other formulas from the left side are satisfied
in this candidate model (at the root world), and whether the formulas from
the right side fail to be satisfied. If these conditions are met we have a
counter-model.

The modelchecker is limited in a number of ways. Firstly, it does not
ascribe a valuation of propositional variables to the different worlds, so it
fails when anything but pure formulas is involved. Consequently frame-
checker might be a more appropriate name.

A second limitation lies in its assumptions of its input. This input is
presumed to come from the tableau prover. For example, formulas like
G,j are expected to have been dealt with by the tableau; which allows the
checker to assume all worlds are uniquely named.
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9.4 Rulebase

The rulebase contains the rules for the tableau system. The head of each
rule consists of three parts, a signature, an argument and a result. The
signature gives the name of the rule, as well as information which will be
used by the prover to select the argument. The argument contains one or
two formulas, selected from the tableau node to which the rule is to be
applied. The formulas from the argument are then used to determine the
result of the rule, either solely via pattern matching in the head or by the
optional body of the rule. Once the result of the rule is known it can be
used to make the next step in the tableau.

To give a better idea of the rulebase we will discuss a few examples. We
start with one of the simnplest rules from the rulebase:
rule( sig(r, ’'T-Q’°, s),
arg(e@ S : ),
res(close)

The signat)ure part of the rulé tells us that if we want to apply the ‘T-@
rule, then we need to find an argument among the set of simple formulas on
the right side of the node. The argument part tells us that the argument
needs to be of the form @,s. And lastly, the result part tells us that if
we have succeeded in finding the argument, then we can close the current
branch of the tableau (because obviously @i can never be false).

The most important difference in our second example, compared to the
first, is the result of the rule. Often the branch of a tableau will not be
closed but will grow in some way.

rule( sig(l, °’L imply’, c),

arg( © S : Phi implies Psi ),

res( split(add([], [@ S : Phil),
add([e S : Psil], [J)
) )

When the )‘Iéft imply’ rule applies the branch of the tableau splits in two,
and the prover will need to complete both branches if it is to find a proof.
The last example shows two important differences with the previous
examples. First, we have two formulas in the argument part of the rule.
Secondly, there is a significant body to the rule, relating the argument to
the result.
rule( sig(l, ’L box-n’, sb),
arg( @ S : box(Phi,P) , @ S : dia(nom(T),[L])),
res( add([@ nom(T) : Resl], [1))
) 5
(number (L) -> selectnum(L, P, R) ; select(L,P,R)),
(R == []) -> (Phi \= nom(T), Res = Phi) ;
(Res = box(Phi, R))).
This rule deals with formulas that have a repeated modal operator. If we
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have @,0't and @,0Pyp, where p > | then we can add @,D”"cp to the node
of the tableau. However, [ might be either a number or a parameter and p
can be the sum of a number and several parameters; so some work is needed
to construct the right result.

After the declaration of the entire rulebase, the signatures of the rules
are collected to allow easy selection of a rule. The prover can then pick the
rules one at a time in the order in which they were declared, choosing the
arguments based on the rule that was selected rather than the other way
around. This way simple or non-branching rules can be given precedence
over more complicated ones.

9.5 Prover

The engine of the theorem prover is contained in the ‘prover’ unit, and ties
the other units together.

We query the prover by providing a sequent to the predicate start;
the prover then proceeds by standardizing the notation of the sequent, and
prepares the sequent further by grounding each term to a world. The final
step of preprocessing entails sorting out the terms into their various bins.

After preprocessing we start the real work: an iterative deepening search
for a proof or counter-model. We run processing cycles of increasing depths,
starting at a depth of one, until we either get a result or reach the maximum
depth (which defaults to 15, but can be changed by the user). In this way
we should get the shallowest, most concise proof, if there is one.

The processing cycle falls into several steps again: First, we check whether
we have reached the maximum depth, in which case the prover will let the
user know its limit has been reached and stop. If we have not gone beyond
thie maximum depth, then the next step is for the modelchecker to try and
distill a counter-model from the current tableau node. If we do not find a
counter-model then we will need to continue work on building the tableau.

To make the next step in the tableau we first pick a rule by selecting a rule
signature. Based on the signature we try to select the required arguments;
if they can be replaced they are also extracted from the node. Once we have
the arguments we apply the rule to determine how to make the next step.
If the rule calls for closing the current branch we do so; otherwise we will
need to update the tableau node in some way for the next step.

There are three types of updates a rule can call for: the usual case will
be that we need to add formulas to the left and/or right side of the node.
The second case calls for splitting the tableau into two branches; which then
reduces to two different instances of the previous case. Lastly we may need
to replace one nominal by another throughout the node.

Once we have the updated tableau node(s), we recursively apply the
processing cycle with a decreased depth.
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On return from the recursion we may find that there was a counter-model
down the road, or that we reached the maximum depth. In those cases we
simply pass on that result. We may also find that we successfully closed
the branch(es) beneath the current node. When this happens we proceed
by cleaning up the current node, ridding it of formulas that were not used
further down, and then finish the current proof-subtree to pass on up.

After the iterative deepening search has finished, all that is left is to
show the result. Proofs are displayed by generating a pdf; and a counter-
model, or notice of reaching the maximumn depth, is shown in plain text on
the terminal.
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1U Hesults and evaluation

In this chapter we will give a few examples of the prover at work. All
the sequents used in these examples are taken from among the examples
elsewhere in this thesis; however, in a few cases they have had to be adapted
slightly, because unfortunately the prover still lacks proper functionality for
handling axioms.

First, we start the program, by starting up the prolog interpreter, and
loading the hyloprover unit {which then loads the other units).

Welcome to SWI-Prolog (Multi-threaded, Version 5.6.35)

Copyright (c) 1990-2007 University of Amsterdam.

SWI-Prolog comes with ABSOLUTELY NO WARRANTY. This is free software,
and you are welcome to redistribute it under certain conditions.
Please visit http://wwv.swi-prolog.org for details.

For help, use 7- help(Topic). or 7- apropos(wWord).

?- [hyloprover].

% input.pl compiled 0.00 sec, 8,996 bytes

% print.pl compiled 0.00 sec, 12,152 bytes

% misc.pl compiled 0.00 sec, 10,956 bytes

% rulebase.pl compiled 0.01 sec, 23,404 bytes

% modelchecker.pl compiled 0.00 sec, 10,644 bytes
% hyloprover compiled 0.01 sec, 82,696 bytes

Yes
?-

10.1 Example 1, CD: @,0™k,@;0"k F @,0™ |, @;0"s

Our first example will deal with the Common Descendant theorem, for
which a hand-made proof is given in appendix A.2.3. To get the prover
working on this theorem we query it with the command:

start ([¢ nom(i):dia(nom(k), [m]), @ nom(j) :dia(nom(k), [n))] ::-

@ nom(i):dia(! nom(s):(@ nom(j):dia(nom(s), [n])), (m])).

Almost immediately the prover will have found a proof, and calls the
pdfviewer to display it, as shown in the screenshot in figure 10.1 on the next
page. Most notable of this example is that the prover works on a generalized
sequent: the theorem holds for any m and n.

10.2 Example 2, reflexivity = AS3:{-@;O"ijn e N*}F L

Our second example comes from section 4.4.1, and is an infinitary theorem.
Our goal is to prove

reflexivity = AS3:{-@;0"ijn € N*}+ 1
We face an important problem here: we cannot use axioms. So we need

to adapt the theorem slightly. Instead of using an axiom for reflexivity, we
take only a single specific instance of a reflexive axiom, and add this to the
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Figure 10.1, screenshot of the prover after finding the
proof in the first example.

premise of the sequent. Now we can query our prover with:

start([@nom(i):dia nom(i),
forall{@nom(i):not dia{nom(i), [m, 11), [n])}::-false).

In the terminal window we will get the following output:

?- start([¢ nom(i):dia nom(i),
forall(¢ nom(i):not dia(mom(i), [m,1]), [m))] ::- false).

[[%nom(*):forall(¢nom(i):not dia(nom(i), [1, n)), [mn)), @nom(i):dia(nom
(i), [10)1::-0, (L inf-agree, [[@nom(i):dia(nom(i), [1]), @nom(i):fora
11(not dia(nom(i), {1, m}), [p1))::-[]), [L inf=-dual, [[@nom(i):dia(nom(
i), [11), @nom(i):forall{box(not nom(i), [1, n)), [e1)]::-(], {L inf-b,
[[@nom(i):box{(not nom(i), [1]), @nom(i):dia(nom(i), [11)]::-0, [L box
-n, [[@nom(i):not nom(i))::-[), [L not, [[)::-[@nom(i):nom(i)], [T-€]]]
111111113

And in our pdfviewer this proof is displayed in a much more humane manner
as:

T-0
F @,i
el Lot
L PRl
sttt L) ben
L infb
0,00 0{0™*"~lne N} F L i
L inf-dual

9,01,0, 1+ €N} F 1
{ 4 In L inf-agr
@{Q-& "iln € N}, @, 01+ L
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This example shows that our prover can indeed prove infinitary theorems.
Although we may need to work around a lack of support for axioms to
accomplish this.

10.3 Example 3, AS2* : {-@;0Fjlk e NAk>1}F 1 =2 FOT

The third example is another theorem that involves infinitary terms, it is
the theorem from section 4.4.2.

AS2* : {-@;0Fjlk e NAk>1} -1 =+ OT

Again we have an axiom to deal with, but we solve the problem differently
this time. Instead of taking specific instances of the axiom, we can leave
nominals uninstantiated by making use of prolog variables. In the prover
process these variable nominals can then be instantiated when they are
unified with another nominal. However, such an ‘axiom’ would still need
to be added for every different instance of it which is used throughout the
proof.
Our query to the prover is given as follows:

start([forall{@ nom(I):not dia(nom(j), [k,1]), [k]) implies false]
::-dia true).
As can be seen, we left one nominal from the axiom uninitialized, giving it
the variable /. The reason we did not leave j uninitialized is purely to get a
better looking proof: j is printed in the proof and if it had been a variable
we would have gotten something like G_143 in its place.

On finding the proof, prolog lets us know which instantiations where
used for any variables (in this case [). The terminal output is shown below:

7- start( (forall(® nom(I): not dia(nom(j), [k,11), [k]) implies false]
dia true).
{[@nom(=):forall(@nom(*):not dia(nom(j), [1, k]), [k])implies false]::-
[@nom(=) :dialtrue, (1]1)], (L imply, [[3::-(@nom(s):dia(true, [1]), @nom
(#):forall(@nom(s):not dia(non(j), (1, k1), [(k])], [R ind, ([]::-(@nom(
+): Qnom(*):not dia(nom(j), [11), @nom(s):dia(true, (11)]1, (R agree, ([
1::-([Qnom(s):not dia(nom(j), [1]), @nom(s):dia(true, (11)], (R not, ([0
nom(#):dia(nom(j), [11)]::-(Qnom(s):dialtrue, (11)], [R dia-n, (O::-(e
nom(j):true], (711111111, ((enom(e): €nom(*):not dialanom(j), (1, k])]::
[erom(#): @nom(s):not dia(nom(j), (1, k1)1, (id]111], {(@nom(%):false]:
[1, {1111

This is pdfeTeX, Version 3.141692-1.21a-2.2 (web2C 7.5.4)
entering extended mode
done
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In our pretty-printed proof we can clearly see our prover using induction
to eliminate an infinitary term. And there is no sign of the variable nominal,
as it has been unified with * (the root world) throughout the proof.

T
Fa,T
8.0jF 6.07 R';“““
F@,~0jva.oT ot id
F8.0.-0jv0.0T = &% "g.@.-0"F 0.a.-0'*; - T
F@.0T va.{0. -0 jlk e N} " ELF

L impl,
a.({0. 0™ jlke N} = 1)F 0.0T =

10.4 Example 4, a counter-model for @,0t - @O |, @0k

Our last example in this chapter comes from section 7.4, where we used
@, 0t F @,0 |x @,0k as an example of problems a pure tableau prover
might face. Without any countermeasures, a tableau could keep applying
rules ad infinitum. For this reason we have included a small model checker
to our tableau system.

We set our prover to work on @, Ot F @,0 |, @,0k using the following

query

start(@nom(s) :dia nom(t)::-@nom(s):dia('nom(k) :@nom(s):box nom(k))).

After a few moments, the prover displays its findings in the terminal: there
is a counter-model.

?- start(Qnom(s):dia nom(t)::- @nom(s):dia('nom(k): @nom(s):box nom(k))).
Counter-model:

[{{[{world(nom(s)), world(mom(nC)), world(nom(t)), link(nom(s), nom(nC),
{1]), link(nom(s), nom(t), [11)111]]

The output is not pretty, but it is clear enough. If we have worlds s, c and ¢,
and the only links are from s to ¢ and from s to ¢, then the sequent cannot
be true: the premise is true, but the consequent is not.

10.5 Final remarks

As the examples in this chapter show, our prover comes a long way to meet
the goals we have set. It can prove theorems and display them in a format
that is comfortable to read. It can also find counter-models. On down side,
a regrettable deficiency is the inability to deal with axioms in a proper way;
although, as we have seen, there are workarounds in some cases.
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11 Discussion

In this thesis we have developed, to our knowledge, the first theorem prover
for infinitary hybrid logic. It should be mentioned, however, that there are
provers for other flavours of hybrid logic (e.g. HyloRes [2]), but none of
them deal with infinitary hybrid logic.

Rather than adapting an existing prover, we have built a new one from
the ground up. One of the reasons for this was simply the problem of getting
access to existing provers and their source code. Another reason lies in that
our goal is to provide a human-readable proof, and not, as is often the case,
just a yes or no answer as to whether a sequent is a theorem.

11.1 The Proof Method

Our first real challenge was to find a way to adapt the theoretical proof
system based on [11] in such a way that we could use it to prove theorems.
A direct approach is problemnatic, because bottom-up there is no telling
which axioms, or how many, we need to combine to reach our candidate
theorem; and top-down we have to deal with the cut rule, which gives us an
infinite number of choices to proceed.

To avoid these problems we have had to adapt the infinitary proof system
to one of several possible proof methods. An important reason for choosing
a tableaux method based on [6] comes, again, from our goal of providing
intelligible proofs: as discussed in section 6.2, a tableau proof can be easily
transformed to a proof in sequent calculus. So by employing the tableau
method we can remain close to the original proof system. If on the other
hand we had chosen a different proof method which was further removed
from sequent calculus, e.g. resolution (2], then a lot more effort would be
needed to transform the result into a readable deductive proof.

However, there are also disadvantages to the approach we have taken.
The tableau method is not the most efficient proving method, and by focus-
ing on creating a readable proof we have had to trade in even more efficiency:
we have dozens of rules for specific situations (and still have not exhausted
all options), where we might have done with fewer if we had only needed to
answer yes of no.

11.2 The Implementation Language

The language we chose to implement our prover in is Prolog. One reason
for this is obvious: Prolog is a logical programming language, and we are
dealing with a logic project, so it is a natural first choice. A more important
reason is that a logical language generally allows smaller programs that are
easier to read and understand 2!, compared to imperative programming

! Functional languages like Haskell also share the same advantage of allowing small
programs, but unfamiliarity with Haskell prevented it from being a viable option.

66




languages like C/C++. Related to this is the fact that Prolog enables us to
do a number of things without much effort, e.g.:

e We can provide a half-decent notation for hybrid logic formulas by
defining operators.

e Rules can be simply defined as predicates and still be used as a separate
rulebase.

e Matching formulas can be done via prolog unification

e Backtracking is automatic.
In other areas Prolog is not as congenial, however.

For one, Prolog is relatively slow, but this can easily be forgiven; speed is
not the main purpose, and its advantages outweigh this small disadvantage.
More problematic is another handicap, which rears its head when we have
to deal with complex data-structures.

In the normal style of Prolog programming data has to be passed on in
each step. When there are a lot of different pieces of data, we can either
use predicates with many arguments, which does little for intelligibility, or
we can try to group the data in some structure. But once we have built a
complex data structure, we find that accessing it becomes a burden. In our
prover this is especially apparent with the structure of the tableau nodes
and the predicate selectarg which accesses and ‘modifies’®? it.

Data management has proven to be a real headache in Prolog, in n6
small part detracting from the readability we desire from a Prolog program.
In an imperative programming language like C/C++ this would be much
less of a problem, because we could have direct access to parts of data and
Lide away processes in objects; but in other areas, like matching formulas,
things would be much more complicated again. Overall it is hard to say
which would be preferable without having tried the alternatives.

22There is no real modification of data, instead one piece of data is put in relation to
a piece of data which can be considered a modified copy.
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12 Further work

We have made a long and arduous journey on a path from theory to imple-
mentation, but the path continues ever onwards. This thesis may be nearly
at its end, but there is always further work to be done in projects such as
these. In this final chapter we explore the road which lies ahead for anyone
willing to venture there.

12.1 Axioms

As we noted in chapter 10, one of the shortcomings of our theorem prover
is that it lacks a mechanism for dealing with axioms. Although we can
work around this in some cases, it would be much more convenient if such
a mechanism were included.

The main problem with axioms is finding the right initialization. Using
variable nominals®® that are instantiated once they are matched to actual
nominals poses the problem that we have to clean up uninitialized nominals
at the end. On the other hand, initializing axioms entirely the moment they
are invoked means we may have to try every combination of nominals that
occur in the current tableau branch.

12.2 Infinitary Terms

The current theorem prover only covers a limited range of infinitary terms.
An obvious improvement to the system would be to extend this range. For
example, one could think of generalizing the induction rule. It should be
possible to use induction structures to define formulas, and then use those
same structures in a general induction rule to decide which base cases are
needed and which induction steps.

We could also think about better heuristics for extracting instances from
infinite sets. At the moment we have a lot of ad hoc rules for combining
infinitary terms with normal formulas; cleaning this up would be a marked
improvement to the intelligibility of the program.

12.3 Model checking

Although the current model checker embedded in the system does not, in
general, contribute a lot to the results, it may be worth exploring the com-
bination further. Combining two methods in this way may help cover blind
spots in either: A tableau system tries to exclude the possibility there is a
counter-model, but might not necessarily notice when there is one. A model
checker (or rather model builder [9]) approaches the problem from the other
direction it tries to give a counter-model but might fail to notice there
cannot be one.

23Which could be implemented with prolog variables, as we did in chapter 10, or by
some other means over which we have more direct control.
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And at the very least, it would seem fitting to have a hybrid prover for
a hybrid logic.

The model checker that is currently integrated in the prover system is
very minimalistic, and so there are a number of avenues open for further
development. Firstly, there is the issue of propositional variables. The
checker only builds a frame; it ignores the valuation. function (and conse-
quently cannot give a conclusive answer when propositional variables are
involved). By extending the model checker to take propositional variables
into consideration it would become a lot more versatile.

Another area for improvement lies in how the model (frame) is built.
The checker only uses formulas of the type @; O, but it could also use other
formulas. For example, if we have @;001, then every time we would create
a new link from 1 to another world, we should make a link in the reverse
direction. In the current setup, the model checker waits for the tableau
system to create @;O1 for every x such that @;Ox.

A final option we will inention here is including a heuristic for recognizing
infinite models. Some sequents only have counter-models of an infinite size,
which can pose a real problem for a theorem prover because it might work
diligently on a proof indefinitely (safe for time limits and similar safeguards)
People on the other hand can sometimes quickly spot that there is such a
counter-model; giving a model checker that same intuition would therefore
be a helpful addition.

12.4 Hybrid Sahlqvist formulas

Although the chapter about hybrid logic and Sahlqvist formulas was ‘on
the side’, so to speak, there are some interesting opportunities for future
work. On the theoretical side one can consider working out the details
of the translation for the extensions of Sahlqvist formulas that exist. On
the practical side, it would be interesting to implement the algorithm for
translating between Sahlqvist, Kracht, and hybrid formulas. And, when
this has been accomplished, such an implementation could be used as part
of theorem prover that internally works only with pure axioms.
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A Additional hand proofs

In this appendix the additional hand proofs that were constructed during
the writing of this thesis will be included. Some of the theorems, rules and
equivalences between frame axioms that are proved here have already been
used or mentioned in chapter 4, but many others are new.

As we did in chapter 4, we start with a number of relatively simple rules
and scquents. Next we proceed to a number of generalized sequents and
rules. And finally we look at a few pure formulas corresponding to modal
axioms that characterize certain frame properties. (There are no further
examples involving infinitary sequents.)

A.1  Derivable rules and sequents
A.1.1 DedRev (reverse deduction): ' -y = T,p+ o

DedRev is a simple rule which offers the reverse functionality of Ded. It
is quite useful for simplifying proofs by streamlining sequents for use with
InfCut.
given MP
r —¢ OGP — v u‘)

: B InfCut
Tieky

A.1.2 NR (name rule): T,i ¢ = T} ¢ provided i ¢ fnon(T, )

The name rule provides the means to eliminate superfluous nominals from
the premise of a sequent. When no claims are made regarding a world named
by a nominal its elimination does not influence the validity of the theorem.

givfn {l_( fnoa(l", qe)_}

_r!_”' Y SN To

ar,eiFoy ~ ° Fad
9.rF 0,y TnfGas

= - SNec;

L & H; 0,0

A Name,Namerev
Tke

A.1.3 distr, (distribution of @ over A): - @,(pA %) — (@ip A Q@)

As is the case with every normal modal operator?* , Q; distributes over A,
nevertheless, for completeness, it is proven here. This theorem has already
been used in chapter 4 for the proof of distr2.

taut taut
% AVF D
—*___SN > i = atauts
U ANF By ° TadeAy)F 6w SNece XTI .
_!],- (v Av) b a P NGy @;¢,@,V’F@,(¢A¢) =9
F8ilpry) = (B Ay (Qip A Bi¢) — B, (Y A y)

F@,(p AY) — (Qip A By)

24A normal modal operator is one for which strong necessitation holds, or, equiva-
lently, both the distribution axiom (also called K axiom) and (weak) necessitation; e.g.
O in basic modal logic, K in epistemic logic, G and H in temporal logic and [#] in
dynamic logic, but not, in general, their duals.
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A.1.4 distr® (distribution of @ over —): F G;(¢ — ¥) — (@;p — Q)
¢ (

If we expand the definition of — the theorem distr”, follows directly from
distr? (which was proven in chapter 4).

- distry
- O Vv ¥) — (@ v a,y)
VY iy SDo

F @{~p V) — (-8 v Giy)

) ) e (Dyy « }

A.1.5 distr? (distribution of @ over «): I @i(p «— ¥) « (Q;p « @;9)

The previous two theorems together help to prove the distribution theorem
for the last common connective.

_ disrR
B,(lp — 9l ALy — @) — (Bilp —= ¢ ABip — g])
0:(lp — ¢] Al ~ @) — ([Oip — D] A [Bsp — Dupl)
T F 80— 9) = ([0 — B:p)

distrZ,

Similar distribution theorems for | (distr}, distr,,, distr’, and distr:..)
can be proven aloug the same lines as the distribution theorems for @; simply
replace the @ by | through the proofs (in fact this holds for any modal
operator which is a self-dual).

A.1.6 VB (vacuous binding): F|; ¢ «— ¢ provided i ¢ fnom(yp)

Vacuous binding is very similar to the name rule and follows directly
from it. Again, the intuition is that attributing a name to a world is mean-
ingless if you never use the name.

DA {i¢ fnom(gp)!
1'_".n L aad 2 NR

A.1.7 VB® (vacuous binding after @): + @; |; ¢ — Q;p

The theorem vacuous binding after @ effectively says it is unnecessary
to state that you will henceforth refer to a world by a certain name if that
name already refers to it.

DA
ty
BiF Dl g e ) ece To

Qi kG [ By dig Q

B @ |y Op
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A.1.8 VS (vacuous satisfaction): [+ @ip = ' pand @' = ' ¢,
provided i ¢ fnon(I', )

The vacuous satisfaction rule provides a shortcut in the frequent case
where you want to remove an @ from part of a sequent.

given given
'+ ap Q'+
————— SNec —————— SNec
LTFL Sy Lol
[k} G N lWalrko N
TTry ame e

A.19 Nom: F (@;j AQ;p) — Q¢

Nom captures the intuition that if two nominals can be identified with each
other, then if a formula is true at the world referred to be the first, then
it must also be true for the world referred to by the other (because the
nominals in fact refer to the same world).

Intr

Fjin — @
ZIA I o

FjA- NP~ P
FinBp—p Shs

J ' i — ¢ SNeca

P OGADY ) e
F@,(AD5p) — O Disl‘ -
F(Q:jABOp) — B
F (@4 A O59) — Bip

A.l.10 SDI (self-duality of 1)’: = 1, "4 Hl. "

As has been mentioned before | is a self-dual, just like @. Now, we finally
get around to proving it; validating earlier claims that depend on it.

DA
DA ibigpegp
ikl = ik i~
ik~ lip—ls~p Ta
SN e log,
GIFO(~lLo—li~) ° Tan

ol Lo —ling)_ g O
FlBa(~ Lip — 1 ~p) Name
Foligeli~e

A.1.11 DB (double bind): F|;|; ¢ ;¢

The theorem double bind states that giving the same name to a world
twice is not better than doing it once. In hindsight this case is already
covered by vacuous binding; but waste not, want not.

DA
JFHizo—p T,

LiiFis s 0 — o) Figi
Flylso—9)
Flslijo—ljv

InfCut
distr!,
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A.1.12 BC (binder commutativity): Fl;l; ¢ <ljli ¢

A more interesting theorem regarding the binder involves the case where a
world is given multiple names: the order of consecutive binders does not
matter.

DA DA DA DA
itldje—lse JHly 0y JFiiliv—lie iFlpe—y
Ghikldje—e Wikljhiw—e
ijFlilge —lilew
dhlds e —lilew
FHilso —lslee

A.1.13 BYVS (bound variable substitution): t-|; ¢[j :=1] < |; @[t := j]

A useful theorem that follows directly from the nature of a binder is that you
can rename a bound variable without consequences. This can be very useful
to avoid possible confusion between free and bound variables (by renaming
the latter).

DA
DA jHie@ = pli =5 T
iklyp —~olj T Yitls e eoli=a) Flgs o
Lith(se—el=0 Fhi Floiomwpli=a) . "
Fllo—eh=) oo Flylew 1y oli 1= j]_ oitr-
———— distrl, —— X — BC

Fliljo—lielj=1] Flidj o —liolii=j]
Flooli := i} —1; oli:= |

A.2 Generalized rules and sequents

A.2.1 BG? (generalized bounded generalization): - @;0" |; @;0"j
provided i # j

Anaother nice example of a generalized sequent is generalized bounded
generalization. Its proof is more complicated than the proof for Back*,
but simpler then Bridge*. As in those cases, we rely on induction for the
proof.

We start with the base case, - @; |; @;i, which follows directly from
NameRev

base case:
NameRev
Fi—]s Oy

Fol, 0, A

For the induction step we will use the following induction hypothesis:
Vocmen(- @07 |; @;0™5). From Bridge' and Back? we can deduce
that we can take a step from case n — 1 to n. By invoking the induction
hypothesis we can then finish the proof.
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induction step:

_ Bridge+
1k @,0 D"
[ XN ),. Agree
_9 :#i’_ < SNec;
i) kil; 8eOjFl, 8,0")
ST ——VB
B8,0"" 'k, [; 3,0 F|, @,0"] Back* 3
T SNeca = = ¢ —
k.0 1y 940j F O 1; 0,07 QT AFDAOT K ¢ _KFOL 85
@,0"" 1k, 0 |; @uOj F O |; 4,07 Nee, Fk—01, @9, IDE
1k Gy 'k, |4 4 @*OJ_"I" 01, 8:0% Fle 01, 8:9; 1C

e ;0" 'k F |4 O |, Q,07j

VB
OO SO LQTig i 1, o el
'@, 0" 'k |, 8,0%j SNec induction hypothesis
e ~ I gNec. Ut on_1yRo
0,0 |, 6,0" 'k F 0,0" |, @,0"j ¢ Fe.0m |, a0 'k

@,0" |; 8,07

A.2.2 PR" (generalized Paste Rule): I',@;0"j - @9 < I'+-@;0"p
provided j ¢ fnon(T, @) U {i}

The next obvious candidate for generalization is the Paste Rule. Because

this generalized rule is an equivalence, it means we have two directions to
prove.

The right direction of the proof for the generalized Paste Rule follows
the same lines as the normal Paste Rule, except that we use generalized
rules in a number of places.

given {j ¢ toon(T, ) li{ﬂ }_

[,8,0"jF 8,9
8.7, 5,0,0"; F 0,8, S’:j:- i
; g@nl‘,@'O;:r@Lgpuﬂp SNec
R g‘,.—: 8.0 F o >~ VB, Name Backt
5.[,0" |, 8,0 F O'p SNect o.C "o
Q.,I,0" |, ®,0"jF Oy InfCut
888,07 |, 8.0 F 8,075 4ooc® "
@.,00" |;8,0°jF80% o Fa.0 |60
= =—— @ F @lD"b’_ = —= InfCut
Treoe 7 %%

The left direction of the proof comes down to applying generalized
Bridge.

Bridget
Eidied . _’- cp
= e = N
@,0"j,&4:0" ¢} 8,@,p e given
S O . A TL6
9,0 Fr 9,0y .
T80 F 6,9 LT
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A.2.3 CD (common descendant): @;0™k,@;0"k+@;0™ |, @;0"s

The common descendant theorem states that if you can reach a common
descendant from two worlds, in m and n steps respectively, then from the
first world you can reach a descendant in m steps which you can reach from

the other one in n steps.

_ Agree
F 8,07k — BkG,0"k N
F 8,0k = 0, [, 8,0°k VP

T@,07kF O, | 0,07k eV

80"k, MO0 "k F O

a,
a

"k, 0, [x 3;0"kF @,07 |4
"k, G |k GyO" Kk 0,0™ |,
"1, @,0"s

Bridge

0;0"k

g—l o BVS
InfCut

A.2.4 CDeq (com. desc. equality): - @;0™]; @; 0"k — @; 0" |, @; 0™k

The last generalized sequent we will deal with is an equality related to the
previous theorem. When two worlds share a descendant it is equivalent to
say either that we can reach a world from i which can be reached from j or
that we can reach a world from j which we can reach from i.

The proof is broken down into two parts due to its size and because

it allows us to reuse an intermediary result.

@J’On lk @iomk = @,‘Om lk @,O"k.

First, we prove Lemma 1:

—_ —_— -CD _—
a, ‘k‘dL E_I-O‘O"' lx G,0™k SNec
Ix @,07k, |x 0,07k k| @,0™ |, @,0"k 0
I 8.07K, [ 8,07k F 80" [ @,0"k "B Bos
—8,0™ Ix B,0"k, |x 8,07k lx 8,0k I (R k
"8,0" |, 0,07k 0" |, 8,0"kF O"- |, 8,0"k Siieag Q It F 1« 8,07k
e 8,0™ [» 8,0°k,0" [, 8,07k F 0"~ |4 8,07k _ SEN—
s 8,07k,0" |« 8,07k F 0,0 [, 8,07k
_ﬁ,_ L G, ;k.égd" I ‘Q-, a_kl—g,@. _““ q, "k BG*
8,0" [ 8,07K,8,0" |, 8,07k F 0,0" |, 8,07k 80" 1L 9,0k |

Lemma I: @,0" |, 9,07kF 0,0 |, 0,0k

Then using two complementary instantiations of lemma 1 we show that

our theorem holds.

Lemma 1
5,07 L8Ok F 0,07 s ;0%
Fa Ix G T'It':'@(om l:@lon_k

F@,0™ |x Oy

A.3 Frames
A.3.1 Symmetry

Lemma |

a;
F@o™ [, 6,0k — 8,0 |, 8,07k

" T2 8,0"k F G,07 [, 8,07k

'k = 0,07 [ 8,07k

Symmetric frames have the property that any two worlds that are connected,
are connected in both directions; this property is characterized by the modal
axiom ¢ — OOyp. There are a number of alternative hybrid axioms to choose
from; e.g. 1 -» 00i, @;00i and @;0i — @;Oj. The first two are equivalent

by AIM, and i —

7

Ot follows from ¢ — OOy by instantiation with . So




for their part we are only left to prove that the modal axiom follows from
either 1 — 001 or @;001.

Bridge { with fresh i } Back { with fresh i }
Oi,0—~p t+ Q,~p FOQi—~p — @~y
a F -8,~p Q,
01,8,0F C ta,p — 00,
90t 0 gneca e e DedRey )
00,00,y F 00y @,p F 0Oy InfC: given
6,00i,8,0F 6,009 suy FEoS
8,9 F 9,009 o u
F5, ~0.0% = ,
FOu (¢ — 00p) ¥
— Snec)
Fle Qi(p — O0y)
—0—— = Name

C P

The third hybrid axiom, @;0i — @;Oj, can be proven equivalent to
@; 001 in a fairly straightforward way.

Bridge
given =
¢ > iNea; given + & 9,0i
T8,05,0,C 7 8™ Ta.00 Nio510 o el e
TFa;0 InfCut - —=BR|
— e Ded
A.3.2 Serial

Seriality means there is always a next world. A common modal axiom used
to characterize it is Op — Oy, but a simpler one is OT. OT is a pure
axiom as well as a regular modal axiom; another pure axiom for seriality is
Oi — O1. First we will prove OT follows from Op — Oy, then the reverse;
which together means they are equivalent. Finally it is shown 0i — Oi leads
to Op — Oy (and the reverse follows by instantiating ¢ with i), making all
these axioms equivalent.

given given
ghven Tow 53T FBio
DedRev SNecc 3
FO >
InfCut r_-v—v
OO
F Op =~ Op

A.3.3 Transitive

In transitive frames every world reachable in two (or more) steps can also

be reached in one step. Transitivity is characterized by the modal axiom

Je — OO0, and the hybrid candidates we consider are ©0Oi — Oi and

>i A @;Oj — Oj. Like numerous times before, the first axiom follows from

' an instantiation of the modal axioms (in this case with —i), and we are only
left to show the reverse.
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Briage {} € fnom{p)} given
0j,0ptk 8,p O0jF Of
004, 0ptk @yp ;
8,005, 8,0¢ F 6,G;p i’N““' fresh |
Q;00;5,2,0: - 8,p Lo
0,0p + 8,00p PR*
F @,0p — 9,00¢
F 8,(0p — 00y)
T FOp—00p

InfCut

Distr‘_’.
VS

In line with previous examples, we continue with demonstrating that the
second pure axiom, - Oi A @;Oj — <Oj, is equivalent to the previous one.

given
Bridge F Ok A @, 0] — Oj
05,01 F G Ok, 8,0 F Oj
; = InfCut
given Ok, @, 0j,0i F @y
Bridge FO0j =05 o Ok.Oi F &,0i P';N
01,8,0; F 00; 005 F 0) 0,0k, @,0i F 0,8,0; ~ 0
—1_____ InfCut L
_OL00jFOj 9.0k, 8,0iF Qi
FOiAD,0] — Oj §,0i F 6,00i

Fa,0i — ¢,00i
+0,.(0i—00)
F o= oa ¥ U

Distr?

A.3.4 Euclidean

When we have a frame in which every two worlds reachable from a given
world are connected then we call it euclidean. Exhaustively following the
same procedure we have performed so many times before, we note the modal
axiom Oyp — OO for euclideanness and consider its equivalence to the pure
axioms 01 — 0Oi and Oi A O — @;Oj, starting with the former.

given
Bridge {i ¢ fnon(¢)} T 0i —~ GOT
0014, O F OO0y Qi k 00
0i,@,p + OO0y
i, 00 F By 7
Qi, ~00yp + O;~p
By 01,3, ~00p F B, By~
@, 01,3, ~00p F B~
6, ~00y F @, 0-p
+90,-00p — B0~
F G, (~00p — O—p)
00y D9 _
F Op — OOy

DedRev
InfCut

o

SNecaq, fresh k
Agree

PR

Distr?,
\'R
cp

And finally, again, we show the two pure axioms are equivalent.

given
F OiAOj — 6,01
Eiven 51,05 F 8,0 D"S":;: .
Bridge Foj —~00) | o @,01,0,0] F 0,0,0i :
01,00 F @,05 ojFedj o 6,01.8:,0j - ®,0i
0i,0j F 6,05 0,9i,F 0,00i
FOiAOj — 8,07 F 0,01 = 8,001 o o
v A ey DISUIES
F @4 (Oi — 00i)
F Oi - 001
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A.3.5 Functional

Functionality is nothing more than the combination of seriality and deter-
minism; modally it is characterized by Oy «— Oy, and a pure axiom for it
is Oi «» 0i. The proof from modal to pure again follows from instantiation,
and in the other direction it follows from combining the results of seriality
and determinisni.

_given given

[= . O
F Ot — 08

F Op = op {serial}

A.3.6 Weakly dense

The weakly dense frameclass forms the second to last class we treat here. A
frame is weakly dense when every world reachable in one step can also be
reached in two; so e.g. reflexivity implies weak density.

The modal axiom characterizing this frame class is O0p — Ogp. The
only (simple) pure axioms that presents itself is Oi — ©Oi , which follows
from instantiation with —i. This leaves only the reverse direction to be
proven

Bridge* given
00,8, F 00~g P Oi — 0Oi
©04,00p + Gy Ot OO0
@17} o 5.;7
@, 01,0, 00p F G0
8,01, 6,00p F O, _

DedRev
InfCut
SNeca, fresk k
Agree
) 8,00y @kDW_ ij

0,00p — 0:0p =~ o

F ©.(00p — Op) \',)S's"-°

F0op =0

A.3.7 Weakly connected

The final class of frames we will deal with consists of the weakly connected
frames; in these frames any two worlds reachable from a third must be either
connected or they must be the same world.

Recall that this frameclass already briefly came up in the example of
chapter 5, where we used the method developed in that chapter to show,
among other things, that O(p A Op — ¥) V O(y A Oy — ¢) is equivalent to
DiAOf — (@;Of V@;j V@;0i). Here we will show this equivalence again,
but without the detour via first-order and second-order logic. Another pure
axiom we consider, is O(j — [i V Oi]) vO(@E — [j V Oj]).

We start by proving the two pure axioms equivalent. The first part
of this proof consists of deducing ¢i A Oj — (@,05 V @;;5 vV @;01) under
assumption of O(j — [i vV ©1]) v O(i — [j V Oj]).




given

FOG = VO VO =[Vol o
~0(j — i voi))F O(i — [j v Oj]) = Bridge

S = ivolF O = Vvoj) L0 =L VOF 8:i = Vo)
0i,0j = [ VO F ai = [j Voil) e

: ]
Te ShoG = [ivoil) F B = & v Oj)) D‘“;;
F e 01,00 — iV oi]), 0,1 F &1 v Oj]) [cDed v Bridge+

31, 0—(j — [i v Qi) F 8;[j vOj]) 0§, Gy{(j — |i VOI]) F O—~(j — [i v Ol])
01,0,8,~(j — [i VOi})F Q[j v Oj] Y
iy 05, ~0:[j v O] F ~@,~( — [i v Oi])

01,05, -0V OAF 8,G ~T Vol 0%,
To 01,05, B v O3l F 8,5 = 8yliv ol ==
’-@,j Oi,Oj.@,j,«@.[jvo;‘]l—@,[ivox'] Ic

o1, 07, ~[j v O] F O, [i v Of]
Qi,0j F @[jvOjlva,livoi -
i, 0jF 8, V6,05V a,iva,0] Distry
01,0 F G1j v 8,05 V 0;01 ©
FOIAD) — (8:0) v O.j v 6,00)

Next we consider the other direction, and show that we can also derive
O@G — [ivoi)vO(i — [jV OF]) from CiACj — (@; 05 V@5 v @;00).

given
FOiA D] — (8,05 V 8,j V B,00)
01,05 F 8,07 v @,j v @;0i
8, 01,0,0] F §,8,0) v 0,8, v 0,8,01
6,0i,8,0jF@,;0jv@,jv80i
@,01,3,0) F 3,0j V0,jV &,iV 6,00
9,01, 8,0j, (8,1 v 8,0i) F 0,0) v O,j
8,01, 8,0j, (@i v 8;0i),8ii F 8,05V 0,j
0,01, 8,0j, ~(Byi v 0,01) F O;i — 0,0] V O,j
0,01, 0,907, ~(0;i vV B;00) F B,(i — [0 V 5])
6.0;, (8,1 v 8,00) F @0(i — [0 v j])
8,07, ~8:0(i — [0 Vj]) F B,iV 8;0i
0,07, ~6.0(i — [0j V J]).8,j F 8,iV &,0i
8.0j, 000 — [0j Vi F 8, = (9,iv 8,00 4,
8.0j, 0,00 — 0] V) F 095G — [V o) 55 Dist~
~0,0(i — [0j Vj])F MO( — [i vOil)
F@,0(i — [0 V]]) vV @,0(j — liVOi]) Distr®
F o0~ 105V ) VOG — v ol ™
FO(i ~ [j VOi]) vO(j — [i vOi])

DedRev
SNecq, fresh k
ee

Bo
DedRev

Distr?, Distr?,
PR

w

Finally, we show the modal axiom O(p A Op — ) vV O( A Oy — @) can
be derived from one of the pure axioms. In this case our choice falls on
CiAOj — (@,;05 v @;j V@;0i). Bearing in mind that both pure axioms
are equivalent and that O(i — [j V Oj]) VO(j — [i V ©i]) is an instantiation
of the modal axiom (with —i and —j), this suffices to show all three axioms
are all equivalent.
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(Due to its size the proof had to be rotated to fit the page)
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B Additional computer proois

In this appendix a few more (unannotated) computer proofs are ‘collected.

B.1 Example 1, a simple induction

Query:
start([dia nom(i),®nom(i):dia nom(i))::-forall(dia(dia nom(i), [n]),[n])).

Terminal output:

?- start([dia nom(i),@nom(i):dia nom(i)]::-forall(dia(dia nom(i), (n)),
(n])).

[(@nom(#+):dia(nom(i), [1]), Gnom(i):dialnom(i), [11))::-[@nom(s):forall
(dia(dia(nom(i), (1)), (n]), [0])], [R ind, ([@nom(*):dia(nom(i), (1])]
::-[@nom(s):dia(nom(i), [1])], (id)), ([@nom(s):dia(dia(nom(i), (1)), [
n)), Cnom(i):dia(nom(i), [1)))::-[@nom(e«):dia(dia(nom(i), (1)), (1, n))
], (L dia-n, [((¢nom(e):dia(nom(nW), [m)), @nom(i):dia(mnom(i), [1)), @no
m(nW) :dia(nom(i), [1))])::-[Gnom(e):dia(dia(nom(i), (1)), (1, n))], (R d
ia-n, [(@nom(i):dia(nom(i), (1)), @nom(nwW):dia(nom(i), [1]))::-(@nom(nW
):dia(dia(nom(i), (1)), (1)), [R dia-n, ((@nom(i):dia(mom(i), [1])]::-
[@nom(i):dia(nom(i), (1))], (id1]111111)]

Formatted proof:

id
@,0i F 0,01 R di
6,00, 8,wOi F @, wO0i ”*;: u
. 8.0°nW,0,04,8uw Oi F 8.05701 d_"""
8.0iF 0.01 0.0"0{,0,01F 8.0%0; i
R ind

8.0i,8,0i F ©.{0"0i|n € N}

B.2 Example 2, BG*
A computer version of A.2.1
Query:

start(::- @ nom(i): box(! nom(j): @ nom(i): dia(nom(j),[n]), [nl)).

Terminal output:

?- start(::- ¢ nom(i): box(! nom(j): ¢ mom(i): dia(mom(j),[n]), [(n])).
[0)::-[@nom(i) :box('nom(j): @nom(i):dia(nom(j), [n]), [n))), (R box-n,
[(@nom(i):dia(nom(nC), [n])]::-[@nom(nC):!nom(j)} @nom(i):dia(nom(j), [
n])], (R pame, [[®nom(i):dia(mom(nC), [m])])::-[®nom(nC): @nom(i):dia(no
w(nC), [(0])], [R agree, [[@nom(i):dia(nom(nC), (n))]::-[@nom(i):dia(nom
(nC), (0))), (id]1113]]]

Formatted proof:

id
90" nCF &;0"nC
_9,0"nCF 8.¢0.0"nC
9;0"nCF Q.c |; 9,0")
F@,0" |; 8,0"j
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B.3 Example 3, symmetry

A computer version of A.3.1

Query:
start(Q@nom(I):(nom(J) => box dia nom(J))::-varphi => box dia varphi).

Terminal output:

?- start(@nom(I):(nom(J) => box dia nom(J))::-varphi => box dia varphi).
{[@nom(*):nom(e)implies box(dia(mom(e), [11), [11)]}::-[@nom(#):varphi i
mplies box(dia(varphi, [1}), [11)], [R imply, [[@nom(*):varphi, @nom(e)
:nom(+)implies box(dia(nom(+), [11), [11)}::-[@nom(#+):box(dia(varphi, [
11), 111, (R box-n, [[¢nom(s):varphi, Cnom(e):dia(nom(nX), {1}), @nom
(*):nom(*)implies box(dia(nom(*), {1}), {11)}::-([@nom(nX):dia(varphi, [
11, (L imply, ([}::-(¢nom(#):nom(e)}, [T-€11, [{@nom(e):varphi, @nom(
¢):box(dia(nom(+), [11), [11), @nom(e):dia(nom(nX), [11)]::-{@nom(nX):d
ia(varphi, [11)}, (L box-n, [[@nom(#):varphi, @nom(nX):dia(nom(e), [1])
}::-{0nom(nX):dia(varphi, (11)}, (R dia-n, {[@nom(#):varphi}::-{Cnom(#)
:varphil}, {id}11111111111

This is pdfeTeX, Version 3.141592-1.21a-2.2 (Web2C 7.5.4)
entering extended mode
done

1 .,
J .

Yes

Formatted proof:

id
Q.o+ A.p Rd
: @.9,0,x0s F @.x O g
0 ety e T QN el o s

Fa.. @.9,8.00+,8.0nXF8,x0p
9.9,8.01nX,0.(s = D0s) 9, xCp
B.,0,0.(« —» 00s)@,00p

T0.(» —» 00s) F O.(p — OOyp)

L imply
R box-n
R imply

B.4 Example 4, CD-eq
A computer version of A.2.4
Query:

start( ::-

(@ nom(i):dia(! aom(k):@ nom(j):dia(nom(k), [nl), m])) <=>
(@ nom(j):dia(! nom(k):Q nom(i):dia(nom(k), (m]),[n])) ).
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Terminal output:

?- start(::-

| (@ nom{i):dia(! nom(k):@ nom(j):dia(nom(k),[nl),[m]))) <=>
i (@ nom(j):dia(! nom(k):@ nom(i):dia(nom(k),[m)), (n]))

| )

[0)::-[enom(»*): (@nom(i):dia(!nom(k): @nom(j):dia(nom(k), [n)), [m])) e
quals (@rom(j):dia(!nom(k): ¢nom(i):dia(nom(k), [m]), [n]))]), (R equal,
[f%nom(s): @nom(i):dia('nom(k): @nom(j):dia(nom(k), (n)), {m))])::-([0no
m(*): Onom(j):dia(!mom(k): Onom(i):dia(mom(k), (m)), [n))], (L agree, [
[@nom(i):dia(!'nom(k): @nom(j):dia(nom(k), [n)), [m}))::-(Cnom(e): @nom(
j):dia(tnom(k): @nmom(i):dia(nom(k), [®]), [n))], (L dia-n, ((@nom(i):di
a(pnon(nT), [m)), ¢nom(nT):!nom(k): @nom(j):dia(nom(k), (m)))::-([Qnom(s)
: @nom(j):dia(!mom(k): @nom(i):dia(nom(k), [m)), (n))), [R agree, [[0no
m(i):dia(nom(nT), [m)), Qnom(nT):!nom(k): %nom(j):dia(mom(k), (n])]::-(
@nom(j):dia(lnom(k): @nom(i):dia(nom(k), [m]), [n])), (L name, [(@nom(i
):dia(non(nT), [(m)), @nom(nT): @nom(j):dia(mom(nT), [n]))::-(@nom(j):di
a('nom(k): ®nom(i):dia(nom(k), [m)), (mn))), (L agree, [[Cnom(i):dia(mom
(nT), (m)), @nom(j):dia(nom(nT), (n)))::-([Cnom(j):dia(!non(k): @nom(i):
dia(nom(k), [m)), (n))), [R dia-n, [[@nom(i):dia(nom(nT), [m)))::-(Cnom
(nT) : tnom(k): @nom(i):dia(nom(k), [m})]), (R name, ([@nom(i):dia(nom(nT)
, )))::-(fnou(nT): @nom(i):dia(nom(nT), m))]), (R agree, [[@nom(i):di
a(nom(nT), [m)))::-([¢nom(i):dia(nom(nT), [m})], [id1]11]]111111111]]]],
[fenon(s): @nom(j):dia(!nom(k): @Qnom(i):dia(nom(k), [m)), [n)))::-(@nom
(+): ¢mom(i):dia('nou(k): ¢mom(j):dia(nom(k), (n)), (ml)), (L agree, ([
@nom(j):dia(!nom(k): @nom(i):dia(nom(k), [»)), [n))]::-(@nom(+): Gnom(i
):dia('nom(k): @nom(j):dia(nom(k), (o)), (m))), (L dia-n, [[@nom(j):dia
(nom(nU), (n)), ®nom(nU):'nom(k): @nom(i):dia(nom(k), [m))])::-(@nom(=*):
@rom(i):dia(tnom(k): @nom(j):dia(nom(k), (n)), [m))), [R agree, [(Gnom
(j):dia(nom(nV), (n}), @nom(nU):'nom(k): Q@nom(i):dia(nom(k), (m)))::-[¢
nom(i):dia(!nom(k): @nom(j):dia(nom(k), [n]), [m))), (L name, [[0nom(j)
:dia(noa(nU), [n)), Cnom(nU): @nom(i):dia(nom(nU), [m)))::-[@nom(i):dia
('nom(k): @nom(j):dia(nom(k), (m)), [m))), [L agree; [([@nom(i):dia(nom(
aU), [z]), Conom(j):dia(nom(nU), [n))]::-[@nom(i):dia('nom(k): @nom(j):d
ia(nom(k), (n)), [m])), (R dia-n, [[@nom(j):dia(nom(nU), [m]))::-[Qnom(
nU) : 'nom(k): @nom(j):dia(nom(k), (n))), (R name, [[%nom(j):dia(nom(nU),
[n)))::-[%nom(nVU): fnom(j):dia(nom(nU), [n))), (R agree, [(@nom(j):dia
(nom(nU), (n)))::-(@nom(j):dia(nom(nl), (n))), (id111111111111111001N

Formatted proof:

id R o
0,07 T - G,07nT — ORI B, OB e
G0 AT F 8,70,07nT R"Elf’:e 3,0l F 8.46,0"U
8,0 nTF 8,7 |, 8,07k " T 8,0"nU F Ony |, @07k M€
8,07 nT,@,0"nT 8,07 1, 8;07k " 8,5™nU,8,5"nU F 6,0™ [, 8,07k © "
L agree L agree

@,0™nT,8,76,0"nT I 9;0" | 6,0k
0,0™nT,Qur [k 8,07k G;0™ |4 @,0™k

8,0"nU,0,u6,0 7 nl F B,0™ |, B,0"k
8,07 nU, B0 1% 0,07k F 9,07 |, 0,0k

L name

L name

R agre ngree
8,07nT, 0.7 14 0,07k 6.0,0" [, 857k f’“ 8,0"nU,8.u | BOTkF 6.8,07 |, 6,07k
9,071, 8,0"kF8.8,0" . 8,07k | me’:'" 6,0" 1, 8,0"kFQ.8,0" [, 8,07k _ L dian

6.9,0" [ 0,07kF 6.6,0" |, 0,07k L %"

6.8,0™ [, 8,07k F@.@,;0" |, 0,0™k
R equal

[ @.(@40"‘ la @’O"k - 9’0" li @(Omk)




C Program code

C.1 modelchecker.pl
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C.3 misc.pl
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C.4 print.pl
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C.5 rulebase.pl
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C.6 hyloprover.pl
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